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Human interaction with the physical world is inherently
multisensory. When we place a coffee cup on a table, our
eyes help us to locate an empty spot, our skin’s mechanore-
ceptors help us to determine how hard to grasp the cup,
and our ears help us to decide that contact has been made
with the surface of the table. Multisensory integration can
occur very early in neural information processing. For in-
stance, multisensory cells in the superior colliculus of the
brain stem respond if visual and auditory stimuli arise from
the same spatial location. In addition, if the visual and audi-
tory stimuli occur simultaneously, the cells will respond more
strongly. Thus, to take advantage of these features of hu-
man information processing, computer graphics systems and
human interfaces must also provide correlated multisensory
input, which is tightly synchronized.

At Rutgers, we are building a unique facility, the Rutgers
haptic, Auditory and Visual Environment (the RAVE), for
measuring real human multisensory interaction, construct-
ing multisensory simulation models, and interacting with
multisensory environments with low latency. This work
builds on our previous work with the UBC Active Measure-
ment facility, ACME [1], which was designed to build mul-
tisensory models of small objects. The long term goal our
research is to construct virtual environments that respond
just like the real world, producing correlated multisensory
stimuli when humans interact with them.

The RAVE is a highly controlled environment with excel-
lent conditions for multisensory measurement and rendering.
Fig. 1 shows a schematic overview of the system. The in-
strumentation is located inside an acoustically and optically
isolated chamber in which humans interact with everyday
objects and with each other. As they interact, their motion,
deformation, contact forces, and contact sounds can be si-
multaneously measured using a variety of sensors located on
the walls, on the ceiling, on the table top, and also attached
to manipulated objects and to a human’s hand. This vast
amount of information is digitized and processed in real time
on a low latency network of computers.

The RAVE is designed to rapidly perform a variety of
modeling and simulation tasks, at low cost. For instance:

1. Constructing models of how humans interact with the
physical world and with each other.

2. Constructing models of the multisensory behavior of
existing objects during human interaction.

3. Natural interaction with simulations, with low latency.

*Instrumentation support provided by NSF Major Research
Instrumentation grant EIA-0215887 and Rutgers.
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Figure 1: Schematic overview of the RAVE, the Rutgers
haptic, Auditory and Visual Environment multisensory mea-
surement and synthesis.

This could have an impact on several important appli-
cations. It could be used for multisensory training for
skilled tasks such as surgery and machine operations that
require coordination of visual, auditory, and haptic modali-
ties. Multisensory models of human-human interaction
could be developed, by tracking lips, facial expressions, and
full body movements at the same time as recording voice.
Such models could be used in a variety of human interac-
tion scenarios, ranging from team interaction on the Internet
to training for urban warfare. By being able to simultane-
ously measure and render motion, sound, and touch, we can
develop novel user interfaces that utilize a much larger
portion of the human sensorimotor bandwidth for command
and control of complex information spaces. More generally,
it will help us develop new integrated multisensory envi-
ronments that feel as real and natural as the world around
us. It will be possible to not only see images of a virtual
object, but to feel its stiffness and surface texture, and hear
the sounds it would make when you hit it.
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