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Abstract—We present a novel method for tuning geometric acoustic simulations based on ray tracing. Our formulation computes
sound propagation paths from source to receiver and exploits the independence of visibility tests and validation tests to
dynamically guide the simulation to high accuracy and performance. Our method makes no assumptions of scene layout and can
account for moving sources, receivers, and geometry. We combine our guidance algorithm with a fast GPU sound propagation
system for interactive simulation. Our implementation efficiently computes early specular paths and first order diffraction with
a multi-view tracing algorithm. We couple our propagation simulation with an audio output system supporting a high order
interpolation scheme that accounts for attenuation, cross-fading, and delay. The resulting system can render acoustic spaces

composed of thousands of triangles interactively.

Index Terms—Sound propagation, ray tracing, parallelization.

1 INTRODUCTION

Auditory displays and sound rendering are frequently used
to enhance the sense of immersion in virtual environments
and multimedia applications. Aural cues combine with
visual cues to improve realism and the user’s experience.
One of the challenges in interactive virtual environments is
to perform auralization and visualization at interactive rates,
i.e. 30fps or better. Current graphics hardware and algo-
rithms make it possible to visually render complex scenes
with millions of primitives at interactive rates. On the other
hand, current auralization methods cannot generate realistic
sound effects at interactive rates even in simple dynamic
scenes composed of thousands of primitives.

Given a description of a virtual environment along with
knowledge of sound sources and receiver location, the basic
auralization pipeline consists of two parts: sound propa-
gation and audio processing. The propagation algorithm
computes a spatial acoustic model resulting in impulse
responses (IRs) that encode the delays and attenuation of
sound traveling from the source to the receiver along differ-
ent propagation paths representing transmission, reflection,
and diffraction (see Figure 1). Whenever the source, re-
ceiver, or the objects in the scene move, these propagation
paths must be recomputed at interactive rates. An audio
processing algorithm generates audio signals by convolving
the input audio signals with the IRs. In dynamic scenes,
the propagation paths can change significantly, making
it challenging to produce artifact-free audio rendering at
interactive rates.

There is extensive literature on modeling the propagation
of sound, including reflections and diffraction. Most prior
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work for interactive applications is based on Geometric-
Acoustic (GA) techniques such as image-source methods,
ray-tracing, path-tracing, beam-tracing, ray-frustum tracing,
etc. However, while interactive systems [44] do exist, it is
widely regarded that current GA methods do not provide
enough flexibility and efficiency needed for use in gen-
eral interactive applications [54]. Therefore, current games
precompute and store reverberation filters for a number
of locations [41]. These filters are typically computed
based on occlusion relationships between the sound source
and the receiver or tracing a low number of feeler rays
into the scene. Other applications use dynamic artificial
reverberation filters [28] or other filters to identify the
surrounding geometric primitives and dynamically adjust
the time delays. These techniques cannot compute the early
acoustic response in dynamic scenes with moving objects
and sound sources.

In this paper, we show that by balancing the visibil-
ity and validation costs inherent in GA methods, much
higher performance can be achieved. We present a simple
algorithm to guide visibility and validation cost in GA
simulations for practical use. We use our guidance system
to direct a fast GPU ray tracer for sound propagation. Our
GPU ray tracer uses multi-view ray tracing to compute
multiple sound reflections in parallel. Additionally, a fast
diffraction detection method is used to further enhance
acoustic performance. We show that our system can achieve
interactive performance on complex scenes while maintain-
ing accuracy using a cost guidance algorithm.

The main components of our work include:

1) Guided visibility and validation: We present a novel
algorithm to reduce the cost of the visibility and
validation steps. Using simple algorithms, the cost of
both operations can often be reduced while retaining
an accurate set of sound propagation paths.

2) Multi-viewpoint ray casting: We describe a ray
casting algorithm that performs approximate visible
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Fig. 1: Cost reduction: Figures (a) - (c¢) show how our
algorithm progresses from a dense visibility ray sampling to
a sparse visibility ray sampling. Additionally, our algorithm
reduces the receiver sphere radius to reduce the number
of validation tests performed. Time cost is reduced while
accuracy is maintained.

surface computations from multiple viewpoints in
parallel. We use this to accelerate specular reflection
calculations.

3) Diffraction computation by barycentric coordi-
nates: To enhance our implementation, we have
developed a low cost method of detecting rays near
diffracting edges. Using the barycentric coordinate
of ray intersections, we can create an origin for
diffraction propagation.

4) Interactive auralization: Using the above algo-
rithms, we implemented a GPU based system to
demonstrate the method.

The overall approach is easily coupled with GA simula-
tions built on discrete ray tracing and can be adapted for
other GA methods. Additionally, our algorithm can easily
support moving sources and receivers, as well as moving
objects. In practice, our GPU implementation achieves up
to an order of magnitude performance improvement over
prior interactive GA methods that use multiple CPU cores.

Organization: The rest of the paper is organized as fol-
lows: Section 2 surveys prior work. In section 3, we
present an overview of GA methods and our algorithm.
Section 4 describes the cost function of tracing propagation
simulations and our guidance method. Section 5 details our
GPU based multi-view tracing, while our audio processing
implementation is covered in Section 6. We analyze the
accuracy and performance of our method in Section 7.

2 PREVIOUS WORK

The computation of IRs is the result of solving the wave
equation. However, current numerical methods used to
solve the wave equation have high complexity and are
mainly limited to static scenes. Often, GA methods are used
when interactive performance is desired. In this section, we
briefly survey prior works on interactive auralization that
are based on GA and audio rendering.

2.1

At a broad level, all GA methods compute an acous-
tic model of the environment with computations based
on ray theory and are mainly valid for high-frequency
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sounds. These include image source methods [2], [9] which
compute specular reflection paths by computing virtual or
secondary sources. Ray tracing methods [30], [58], [7],
[50] compute propagation paths by generating rays from
the source or receiver position and following each ray indi-
vidually as they propagate through the environment. Some
geometric propagation algorithms perform object-precision
visibility computation based on beam tracing [24], [33],
BSP trees [36] or conservative frustum tracing [12]. Other
fast algorithms based on approximate ray-frustum tracing
[14] and multipole expansion [21] have been developed.
Work has also been done on adapting GA methods for
use on GPUs [27], [43], [16], [47]. There have also been
advances in propagation of diffuse acoustic reflections [36],
[20].

There has been much work combining GA methods with
diffraction based on the Uniform Theory of Diffraction
(UTD) [29] and Biot-Tolstoy-Medwin (BTM) methods [8].
The BTM method is considered more accurate and can be
formulated for use with finite edges [S1]. The UTD is often
used if interactive rates are desired [55], [52], [17], since
even accelerated BTM methods are not fast enough [5].
Some research has focused on interactive systems including
diffraction with diffuse reflections [52] or for game-like
environments [46].

2.2 Ray Count and Receiver Size

In GA simulations using rays, the rays must be somehow
detected at the receiver point. Since intersecting an arbitrary
ray with a point is unlikely, a sphere is often used as a
detector to collect the rays [38]. The size of the sphere
is related to the number of rays collected, as well as the
accuracy of the simulation. A large sphere size can lead
to incorrect sound paths being detected [35]. Different
methods have been developed to select an appropriate
sphere size, usually based on the number of rays traced
or distance between source and receiver [35], [62]. The
methods for selecting an appropriate ray count are based the
assumption that all surfaces are visible to any one source
position [35]. In scenes where most paths occur after at
least one reflection or the scene configuration changes, it is
difficult to reliably predict an appropriate sampling density.

2.3 Audio Processing

Moving sound sources, receivers, and scene objects can
cause variations in the impulse response from source to
receiver and could lead to artifacts in the final audio
output. Several methods have been proposed to reduce
the artifacts in scenes with moving sources and receivers,
including motion prediction [53], simple interpolation and
windowing techniques [60], [45], [49], and imposing re-
strictions on source and receiver motion [52]. Furthermore,
many techniques have been proposed to reduce the runtime
computational cost of 3D audio in scenarios with large
number of sound sources (including virtual sources) based
on clustering [56], [59] and perceptual methods [37].



Fig. 2: Image source: From a source point S, image
sources are created by reflecting the source point over the
walls. In order to compute the contribution paths between
the source and receiver R using walls B and C, a ray is
first traced to the image-source Spc. From the intersection
point on wall C, another ray is traced to Sp. Finally, a
ray is traced to the source S. If all these ray segments are
unobstructed, a propagation path is computed between S
and R.

3 GEOMETRIC ACOUSTICS

In most geometric acoustic simulations, the largest time
cost is performing sound propagation. The acoustic re-
sponse from propagation depends on source and receiver
position, as well as the layout of the virtual scene. In
dynamic scenes, propagation paths must be recalculated if
any aspect of the scene configuration changes.

In GA methods, the acoustic response is often divided
into three parts: direct, early, and late. Sound that takes a
direct unoccluded path from source to receiver forms the
direct response. The early response formed by sound waves
that travel to the receiver by way of a few (often 4 to 6)
orders of reflection or diffraction. The late response is the
remaining later portion of the response, often hundreds of
reflections.

3.1

In this paper, we focus on finding the specular reflection
paths that form the early response. With respect to specular
reflections, all GA methods are variations on the image
source method [2]. In the image source method, the first
order of reflection is modeled by creating reflection images
of the source over all of the triangles in the scene. For
each successive order of reflection, these image sources are
likewise reflected. This process creates a tree of the possible
reflection sequences sound can take. We call this a visibility
tree.

Not every reflection sequence in the visibility tree may
represent a valid sound reflection path to a given receiver.
As such, a validation step can test that each sequence in
the tree is occlusion free between the source and receiver.
A standard method to verify that a path is occlusion free is
to trace a ray from the receiver point back to the reflection
images, verifying that the path reflects off the triangles that
caused the original image source reflection. This results in a
set of occlusion free paths between the source and receiver.
We call this step path creation. Figure 2 shows images and
paths for a simple scene.

Most GA simulations are variants of this process: gen-
erating a visibility tree and creating paths from it. In the
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visibility stage, the scene is explored with primitives such
as rays, beams, or frusta. Once the visibility of the scene
has been queried, the path creation stage creates a set of
acoustic contribution paths. Using the material properties
in the scene, these contribution paths can be attenuated and
combined into an impulse response that is used by the audio
processing system to output the final audio.

3.2 Diffraction

Diffraction in sound propagation describes the way sound
waves scatter at edges. The scattering can result in the
sound wave propagating behind corners and out of line-of-
sight. Diffraction is an important effect to simulate since
it allows sounds to naturally fade as the source or receiver
moves out of line-of-sight.

When a sound wave encounters an edge, diffraction scat-
tering occurs all around an edge. Simulating this scattering
in GA methods requires complex visibility queries from the
edge and greatly increases the final number of propagation
paths in the scene [10]. To reduce computational cost,
diffraction calculations can be restricted to the shadow re-
gion [55]. The shadow region is the region that is occluded
from direct contribution from the source.

Similar to specular reflection sequences, diffraction se-
quences create entries in the visibility tree that must be
validated to be occlusion free. Once the visibility of the
path sequence has been tested, the path can be attenuated
based on the edge and path properties.

3.3 Our GA algorithm

We focus on efficiently finding the first few specular
reflections of the acoustic response. In addition, we describe
how low order diffraction paths may be found at minimal
cost. All our algorithms are designed to easily scale on
parallel hardware.

We use ray casting to compute the visible triangles from
the source by tracing sample rays distributed randomly
around the source point. These rays intersect the scene
triangles and the hit data is inserted into the visibility tree.
For each ray that strikes a triangle, a reflected ray is emitted
from the intersection points and its resulting hit data is also
inserted into the visibility tree. If the ray hitpoint is near a
diffracting edge on the triangle, a possible diffraction path
exists and the path details are recorded. In our simulation,
diffraction paths are not validated, instead, only the shortest
and most accurate unique diffraction paths are retained.

The use of ray tracing to accelerate image source algo-
rithms is not a new idea [58], but to our knowledge, no
work has been done on adjusting ray tracing algorithms
to suit the needs of GA methods. We use a new multi-
view ray casting algorithm (see Section 5) to group all
the reflection rays together and shoot them in parallel for
visibility computations. These reflection and intersection
computations are performed repeatedly, until the desired
order of reflection is reached.

Once the visibility tree is constructed, we find valid
propagation path sequences in the tree. We model a sphere



at the receiver and only visibility rays that intersect the
sphere are validated. The accuracy of this approach is
governed by the sampling density used in the primary
visibility step and the size of the receiver sphere.

In addition to our new ray tracing algorithm, we propose
a method to dynamically select appropriate sample densities
and receiver sphere size during the simulation process.
Section 4 details our approach to minimizing cost while
maximizing accuracy.

4 GUIDED PROPAGATION

In this section we describe a cost function for specular GA
propagation. We then describe our approach to reducing the
number of tests conducted during propagation.

Some GA methods, such as beam tracing, compute a very
accurate, minimal visibility tree. Since the reflection data in
the tree is very detailed, the complete set of valid paths can
be created very quickly [24]. However, generating such an
accurate tree is costly. Other methods, such as conservative
frustum culling [13], compute accurate trees that may be
overly conservative. The visibility tree can be generated
faster, but the path creation time may increase, since some
of the paths will be occluded and must be discarded. This
concept is similar for other GA based methods, leading to
a simple cost function for specular propagation:
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Where T is the total cost of specular propagation, S; is the
cost of generating the visibility tree for source i, and R; ; is
cost of path creation for source i to receiver j. Each source
requires separate visibility tree and path calculations. It
should be noted that propagation paths are reciprocal when
ignoring source and receiver directivity, so the endpoint
types can be swapped if it minimizes propagation cost.

4.1 Ray traced propagation cost

Sample based visibility methods like ray tracing are not
guaranteed to generate an accurate visibility tree. This is
because some triangles that are visible to the source may
be missed by the samples and incorrectly excluded from
the visibility tree. However, ray tracing is still used in
sound propagation because of its high performance and
ease of implementation. Since our system uses ray based
propagation, we focus our discussion on the cost of ray
traced propagation.

The general form of ray traced propagation is to trace
a distribution of visibility rays from the source into the
scene, reflecting the rays to the desired order of recursion.
A sphere of some radius is set at each receiver location and
some of the visibility rays may hit this detector sphere.
The visibility rays that strike the sphere represent likely
propagation paths and should be validated to be occlusion
free.

(a) (b)

Fig. 3: Sample-based visibility: Visibility rays are traced
from source S into the scene. Paths that strike receiver R are
then validated. (a) A small receiver requires dense visibility
sampling to find the propagation path. (b) Using a larger
receiver allows sparse sampling resulting in fewer visibility
tests, however more validation tests are need to remove
invalid path sequences.

For ray traced sound propagation systems with visibility
and validation, S and R can then be expanded as:

n n m
T=Y NVi+) ) NiPiLi
i=0 i=0 j=0

where T is the total time cost of the simulation, N; is
the number of visibility rays cast for source i, V; is the
cost of propagating a visibility ray for source i, P, ; is the
probability that a visibility ray from source i strikes receiver
J and must be validated, and L;; is the cost of validating
this propagation path.

The cost of visibility and path creation are scene and
position dependent and can be minimized by efficient ray
tracing techniques or reducing the number of tests in the
propagation step. We discuss efficient tracing techniques in
Section 5. To minimize the number of tests, we decouple
visibility and validation and use a guidance algorithm to
minimize the cost of each independently.

4.2 Guidance algorithm

In most simulations, it is desirable to reduce the time
cost T while maintaining simulation accuracy. This can be
accomplished by controlling the terms in the cost equation.
Given a minimum number of propagation paths to be
discovered, there exists some efficient values for N and the
receiver radius (and thus P) that find the specified number
of paths while minimizing 7.

Conducting a large number of visibility tests N with a
high probability P of validating each path sequence (by way
of a large receiver size) will likely find the wanted paths,
but with high time cost. If N is reduced, there will be fewer
rays that encode each unique path sequence. Accuracy can
be maintained if the probability of these rays being detected
is increased by increasing receiver size. Similarly, with a
high N, the receiver size can likely be decreased (reducing
P) while still detecting the necessary path sequences (see
Figure 3).

The base cost values of visibility rays V, and of path
validation L, vary vastly based on the underlying algorithms
and implementations. Also, when the source or receiver
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Fig. 4: Propagation test count: With a goal of finding
90% of the total paths in the scene, an increasing number
of visibility rays are traced and the minimum required size
of the receiver sphere changes accordingly. With sparse
visibility sampling, a large sphere is required, resulting in
many validation tests. With dense sampling, the sphere size
can be reduced. For specific cost values for visibility and

path validation tests, some minimal total cost exists.

move, or objects in the scene move, V and L can change,
altering the total cost function. Indeed, since the optimal
values may change throughout the course of the simulation,
it is difficult to find the best values to reduce the time cost.

Instead of attempting to find the optimal values, our
guidance algorithm seeks to independently minimize the
number of visibility and validation tests used in propaga-
tion. It works by adjusting the number of visibility rays
cast and the size of the detection sphere. These two factors
correspond to N and P, respectively. Figure 4 shows an
example cost function in terms of the minimal number of
tests needed to find a specific percentage of the total paths
in a scene.

Our algorithm monitors the count of unique contribution
paths found during a single simulation frame. The goal on
subsequent frames is to find an equal or greater number of
paths to this maximum recorded path count, while using
a minimal number of visibility and validation tests. The
algorithm achieves this by reducing the number of rays
traced and the size of the detection sphere. If at any time
the path count decreases (i.e. a path is lost), the algorithm
responds by increasing the number of rays and receiver size
until the path is recovered. If the path cannot be recovered
after aggressive adjustment, the lower path count is selected
as the maximum known path count. If at any time the
current path count exceeds the recorded maximum count,
the maximum count is updated to the new higher count.
This allows our method to respond conservatively to scene
changes.

On startup, the algorithm begins by tracing a user spec-
ified number of rays and with a user specified receiver
sphere size. We use 50k rays and a sphere radius of %

Fig. 5: Guiding state machine: This state machine tracks
the number of unique contribution paths found. Solid lines
are followed if the current path count matches the recorded
maximum count, dashed lines are followed if the path count
is less than the recorded maximum. States marked R+ and
S+ increase the ray count and sphere size, while states
marked R— and S— decrease the ray count and sphere size,
respectively. At the Restart state, the maximum paths count
is set to the current count. The (R+,S+) states attempt to
recover lost paths before recording a new count. The main
top and bottom arms focus on reducing rays and receiver
size respectively.

the length of the maximal scene axis in our tests. From this
point, the number of rays and sphere size are reduced to find
local minima of the total cost function without decreasing
accuracy. A small initial number of visibility rays can lead
to sampling errors that are further discussed in Section 7.

Our guiding algorithm is easily represented as a state
machine. Figure 5 shows the details of the state machine.
After each simulation cycle a new state is found and the
propagation parameters are adjusted. This process contin-
uously adjusts the number of rays traced and the size
of the receiver spheres. Each receiver sphere is adjusted
independently; if the state machine enters a state where
sphere size is increased, but no paths have been missed
to a certain receiver, that specific receiver sphere is not
increased. The accuracy and performance of the algorithm
is discussed in Section 7.

5 MuLTI-vIEW GPU RAY TRACING

We use a high performance GPU ray tracer to conduct
the visibility and validation tests needed during sound
propagation. To further improve performance, we attempt
to process each specular view in parallel independently
using a multi-view tracing approach. We describe our basic
GPU ray tracer, the multi-view tracing process, and our
diffraction and validation approaches.

5.1

We divide the processing work between the host and GPU
device. The host handles all audio processing, while the
GPU device computes the propagation results. Figure 6
shows the overall details. Our propagation algorithm traces
visibility rays through the scene, intersects them with a
receiver sphere, and validates the possible propagation
paths to be occlusion free.

GPU Propagation
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Fig. 6: Implementation Overview: All scene processing and propagation takes place on the GPU: hierarchy construction,
visibility computations, specular and edge diffraction. The sound paths computed using GPU processing are returned to
the host for guidance analysis and audio processing. The guidance results are used to direct the next propagation cycle.

For general ray tracing, previous approaches have in-
vestigated efficient methods to implement ray tracing on
massively parallel architectures such as GPUs, which have
a high number of cores as well as wide vector units on each
core. Current methods for GPU-based ray tracing mainly
differ in the choice of acceleration structure such as kd-
trees [64] or BVHs and the parallelization of ray traversal
step on each GPU core. For example, rays can be traced as
a packet similar to CPU SIMD ray tracing [42] and some
recent approaches can evaluate them independently [1], as
more memory is available for local computation on current
GPUs.

We build on the bounding volume hierarchy (BVH) ray
tracing ideas in [34] and implement our multi-view ray
casting system in CUDA. This allows us to render scenes
with dynamic geometry, as the BVH can be refit or rebuilt
as needed. While NVIDIA provides a ray tracing system
[39] for use on CUDA hardware, we use our own fast ray
tracer due to its flexibility.

Rays are bundled into packets that are executed on
each core while scheduling each ray on a lane in the
vector unit. The rays are then traversed through the BVH
and intersected against the triangles. For primary visibility
samples, we use a simple ray tracing kernel that exploits the
common ray sources for efficiency. Reflections are handled
by a secondary kernel which loads the previous hit data
and traces a reflection ray. To decouple the number of
visibility samples from the number of threads allocated
for processing, we iteratively process visibility samples in
small thread blocks until all samples have been traced.
As rays exit the scene, they are removed from the work
queue and no longer processed. The algorithm ends when
no more active samples exist or the maximum recursion
depth is reached in terms of reflections. At any point during
tracing, if the ray coherence is reduced past a user specified
threshold, multi-view tracing is employed.

Once the visibility computations have been performed up
to a specified order of reflection, the visibility data is tested
against the receiver spheres. Each ray is tested against each
receiver sphere for intersection and is marked if it hits the
sphere and needs to be included in the path validation tests.

As a final step, once the receiver intersect tests are
complete, we compute the valid contribution paths to the
receiver. For each valid path, image source and triangle data
is retrieved. A test checks if the line connecting the source
image point to the receiver passes through the associated

triangle. This test immediately discards most invalid paths.
Then, for each receiver, a ray is constructed from the
receiver towards each image point and traced through the
scene. From the resulting hit point, a new ray is traced to
the parent image, continuing back to the initial source point.
If the entire path is unoccluded, there is a contribution.

5.2 Multi-View Tracing

The underlying formulation of the image source method is
such that each reflection path can be evaluated indepen-
dently. When using ray tracing visibility with the image
source method, all visibility and validation tests are also
independent. As such it is possible to evaluate queries in
parallel. For example, if there are multiple sound image
sources, we may perform visibility computations from each
of them in parallel. Our multi-view algorithm exploits
this: in order to achieve high performance, we process all
independent visibility and validation tests simultaneously.

When considering specular reflection rays, it is helpful
to view rays as visibility queries that accelerate the image
source process. From the source point, the ray visibility
query returns the set of triangles visible to the source (sub-
ject to sampling error). From this set of visible triangles,
image sources can be created by reflecting the source point
over each triangle face. New samples can then be generated
on each triangle face, forming a reflection visibility query
with the image point at the ray origin. This process repeats
to the recursion limit.

In our case, it is natural to bundle all the reflected visibil-
ity samples from one origin together in ray packets. Since
the main factor determining performance in our packet
based ray tracer is ray coherence, such bundling allows
efficient use of memory bandwidth and SIMD vector units.
As described in the previous section, primary visibility rays
are easy to group into coherent packets. However, as the
rays are reflected, it is likely that the rays in the packet
will hit different triangles, and thus be reflected in different
directions with different ray origins. As a result, the packets
are less coherent and may require multiple queries to the
BVH, thus wasting computational resources.

On the GPU, each thread block is treated as if it is
running on independent hardware from all other blocks.
Our ray packets are formed with a ray for each thread in
the thread block. When all the rays in a packet share a
common origin, the packet represents a single ray traced
view that can be traced very efficiently. The goal of our
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Fig. 7: Multiview tracing: (a) From the source, rays are grouped into packets that can be efficiently processed on the
vector units. (b) However, a single packet may hit multiple surfaces, resulting in reflection packets that are inefficient.
(c) We reorder packets so that each reflection view can be traced efficiently.

Fig. 8: Multiview performance: Multi-view ray tracing
out performs standard ray tracing for scenes (80k triangle
scene shown) with many specular views. The multi-view
timings include the time cost of all necessary sorting and
reordering.

multi-view system is to achieve this as often as possible.
Our system detects when packets become incoherent and
restructures all rays into more efficient packets.

Given the results of visibility ray casting as a list of
triangle IDs, we perform a data-parallel bitonic sort using
the vector unit. Using the list sorted by ID, it is trivial
to find out for each hit or intersection point whether the
ID is a duplicate (i.e. hit by multiple ray samples) by
comparing against its successor. If all IDs are duplicates, all
rays in the packet hit the same triangle and reflection rays
are likely to share the same origin (at the image source)
and direction. Such a packet is likely to be coherent and
efficient. However, if the sort reveals multiple triangle IDs,
the reflection rays will likely not share a common origin,
and are probably incoherent.

After each trace recursion, the coherency test is applied
to each ray packet. The number of packets that are likely to
be incoherent is then recorded. The percent of packets that
are incoherent is compared to a user specified limit (we use
80% in all our tests). If the threshold is exceeded, the ray
packets are reordered into more efficient views (see Figure
7).

This is done by performing a parallel radix sort on
triangle ID across all hit data. The hit and ray data is
reordered according to the sort results. Since each ray’s
index is no longer indicative of its parent ray, an index
table is also created to find parent hit and ray data. As
a result of this view reordering process, our multi-view
tracing algorithm performs high specular reflection orders
faster than standard ray tracing (see Figure 8).

5.3 Diffraction

We use an approximate edge diffraction algorithm based on
the UTD formulation.

Similar to other approaches, only certain edge types
[52] are considered to cause diffraction. We select two
types of edges as diffracting edges: disconnected edges
that are only shared by one triangle and edges shared
by triangles with normals that differ by > %77: radians.
For each diffracting edge, we store the indices of the
triangles that share the edge. This edge data is precomputed
before simulation. As part of the ray casting algorithm,
we compute barycentric coordinates of each intersection
point on the triangle face [6]. These coordinates represent
how far an intersection point in the interior of a triangle
is from the triangle vertices; in the intersection routine,
the barycentric coordinates are used to detect if the ray
hit point lies within the triangle boundaries. We reuse the
barycentric coordinates when detecting if diffraction rays
need to be traced. If a hit point’s barycentric coordinates
show that the hit point is within 10% of a diffracting
edge, as measured along the triangle surface, we consider
the ray close enough to the edge to continue diffraction
propagation. Using the barycentric coordinates of the hit
point, we project the hit point on to the diffracting edge.
This point on the edge becomes the origin from which
diffraction propagation takes place.

Given the barycentric coordinates of the hit point: A,
A2, A3 and a triangle with edges ej, e, e3, a diffraction
origin o can be created on ez from a hit point that hit
near e3 as follows. Figure 9 shows the arrangement visually.

s=M+A
ok
d=ae3

Rays are then traced from the diffracting origin according
to the UTD: the outgoing diffracting rays have the same
angle relative to the diffracting edge as the incident ray.
However, we only trace diffraction rays in the shadow
region, not the full diffraction cone, as described by the
UTD. The diffracting edge is shared by the triangle that
was hit by the ray and an occluded triangle (possibly the
backface of the hit triangle). These two triangle faces form a
diffracting wedge as describe by the UTD. In order to create



Fig. 9: Barycentric diffraction hit points: Using the
barycentric coordinates of a ray hitpoint, a diffraction
origin d can be found on the triangle edge.

Source Source

(2) (b)
Fig. 10: Edge Diffraction: (a) Rays near the edge are
detected for resampling. (b) Diffraction samples are cast
through the shadow region, bounded by the adjacent trian-
gle.

diffraction rays for the shadow region, we create a vector
based at the origin that was previously found and with the
incident ray’s direction. This vector is rotated towards the
occluded triangle face, sweeping out only the part of the
diffraction cone that is in the shadow region. Since we
only conduct first order diffraction in our simulation, we
only trace rays that pass near the receiver spheres. This
greatly reduces the required computation. It is also possible
to trace higher order diffraction rays by sampling the swept
surface of the cone, discretizing the region. See Figure 10
for details.

Even low order diffraction can branch rapidly [10].
Since our ray tracer is implemented on a GPU and such
branching would require expensive dynamic allocation and
kernel management, our system only conducts one order of
diffraction. As each ray intersects a triangle, the hit point is
checked for nearness to a diffracting edge. If the hit point is
within 10% of the edge in triangle space, a diffraction ray
is traced to the receiver point. Only diffracting rays where
the incident and outgoing rays differ by < 10° are retained.
These paths are sent back to the host after tracing and the
shortest (i.e., least error) paths are kept for attenuation and
output.

If a diffraction path is found to reach the receiver, the
acoustic signal must be attenuated based on the diffraction
interaction. Our system uses the UTD attenuation function
[29], adjusted for smoothness at the shadow region. This
function gives the band attenuation based on the properties
of the diffracting edge and the ray geometry. We apply
the function for each of the frequency bands that the user
has selected, resulting in appropriate attenuation of high
frequencies when the path is diffracted.

5.4 Path Creation

During the ray tracing visibility step, all visibility informa-
tion is recorded in GPU memory. This data is used in the
path creation stage to determine which paths are occlusion
free between the source and receiver.

When using ray tracing to determine visibility, we rec-
ognize that there will be many visibility rays that record
duplicate sequences of triangle IDs. In the path creation
stage, it would be most efficient to perform a validation
test for unique sequences only, not for each individual vis-
ibility ray. However, it can be difficult to remove duplicate
visibility sequences.

Our initial attempts at efficient path validation removed
duplicate paths by creating visibility hashes for each se-
quence. Visibility rays were sorted by sequence hash, then
the unique visibility sequences were found, and a single
validation ray was cast for each unique sequence. This
resulted in very low cost visibility tests for path creation:
a single ray for each sequence. However, the cost of the
required sorting and scans to arrange the sequences was
very expensive.

Our final path validation method is less elegant, but much
simpler to perform. For each visibility ray, a validation test
is performed. This results in many duplicate validation tests,
but these can be efficiently performed on parallel hardware.
Each path is validated to be occlusion free in reverse, from
receiver to source. Path data is returned to the host, where
duplicate removal takes place.

The visibility ray order is not changed before validation;
this results in the first order of validation reflection rays
being as coherent as the last order of visibility reflection
rays. The directional coherence of the zeroth order of
validation rays is not guaranteed, but all zeroth order
validation rays share the receiver as a common origin.

Unlike specular paths, our diffraction validation is ap-
proximate. Rather than creating each optimally short UTD
path, we select the most optimal path from the unmodified
visibility samples. On the host, the diffraction path are
sorted by a visibility sequence hash. For each unique
diffraction sequence, the shortest path is selected for audio
output. This path has a possible error of < 10° in edge
angle and < 10% error spatially on the triangle surface.

6 AuUDIO PROCESSING

Sound propagation from a source to a receiver computes
an impulse response (IR) based on the length of the
propagation paths and attenuation along the path due to
spreading, reflection, diffraction, and medium absorption.
The IR is convolved with the anechoic source audio to
compute the final audio. Such a convolution based audio
processing works well for static scenes, i.e., static sound
sources, receiver, and scene geometry. However, dynamic
and interactive scenes introduce variations in the paths
reaching from a source to a receiver between two consec-
utive simulation frames and can lead to artifacts in final
audio due to the variations in the IR between frames. In
this section, we present our method to process audio in
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Fig. 11: Interpolation schemes: Different attenuation
schemes applied for attenuation interpolation. Discontinu-
ity in attenuation between two audio frames interpolated
with linear interpolation and Blackman-Harris interpo-
lation. Delay interpolation is performed using a linear
interpolation. Variable fractional delays due to linear delay
interpolation are handled by applying low order Lagrange
fractional delay filter on a supersampled input audio signal
during the audio processing step.

Attenuation

dynamic scenes and to minimize artifacts in final audio
output.

6.1

In many interactive applications, the source and receiver
movements could be quite large. This can lead to sudden
changes in the propagation paths (i.e. delay and attenuation)
from a source to a receiver. New paths may suddenly
appear when a receiver comes out of a shadow region or
due to the movement of scene geometry. Existing paths
may disappear due to occlusion or sampling errors. To
handle such scenarios, we track the paths and interpolate the
changes in the paths to produce artifact-free audio output.
Our approach combines parameter interpolation [60], [45],
[44] and windowing based schemes [49] to reduce the audio
artifacts.

Dynamic scenes

6.2 Parameter Interpolation

In interactive applications, audio is typically processed in
chunks of audio samples, called audio frames. For example,
an audio signal sampled at 48 KHz could be processed at
100 audio frames per second, i.e. each audio frame has
480 samples. Between two such adjacent audio frames the
propagation paths from a source to a receiver may vary,
leading to a jump in attenuation and delay values per sample
at the audio frame boundaries (see Figure 11). We track
propagation paths and interpolate the delay and attenuation
for a path per audio sample to reduce the artifacts due to
changes in the path. To track propagation paths, each path
is assigned a unique identifier.

We perform parameter interpolation of propagation paths
for audio processing to achieve artifact-free final audio.
It is equivalent to computing an IR per sample based on
the parameter interpolation per path. Such an approach is
physically intuitive and different interpolation schemes can
be applied [53], [56]. We treat each path from a source to
a receiver as a parameter and represent it as an equivalent
image source, i.e. delay, attenuation, and direction in 3D
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Fig. 12: Fractional delay: Applying fractional delay filter
and supersampling input signal to get accurate Doppler
effect for a sound source (2 KHz sine wave) moving away
from the receiver at 20 m/s. The sampling rate of the input
audio is 8 KHz. The supersampling factors are 4x and 8x
for left and right figures respectively. Zeroth order and third
order Lagrange filters are applied.

space relative to the receiver. Each image source is treated
as an independent audio source during audio processing.
Thus, changes in the paths are equivalent to changes in the
corresponding image sources.

As an image source changes, its attenuation, delay, or
direction relative to receiver may change. We perform
attenuation interpolation between audio frames by apply-
ing a windowing function (Blackman-Harris) to smoothly
interpolate attenuation at the audio frame boundary. This
interpolation is performed on a per sample basis and leads
to smooth transition across the audio frame boundary. To
interpolate delay, we perform linear interpolation between
audio frames. Linear delay interpolation augmented with
supersampling and low order fractional delay lines work
well to reduce the artifacts due to delay discontinuities
between audio frames (see Section 6.3). Figure 11 shows
interpolated attenuation per sample for an image source
with attenuation discontinuities.

6.3 Variable Fractional Delay

Fractional delay filters have been applied to speech cod-
ing, speech synthesis, sampling rate conversion, and other
related areas [57]. In our application, we apply fractional
delay filters to handle interpolated delays as sources (or
image sources) and receivers move in a virtual environment.
Rounding off the interpolated delays to nearest integer as
sources and receivers move can lead to noticeable artifacts
in the final audio (see Figure 12). Thus, we require efficient
variable fractional delay filter that can provide fidelity and
speed required in virtual environments. A good good survey



of FIR and IIR filter design for fractional delay filter is
provided in [32].

We use a Lagrange interpolation filter due to explicit
formulas to a construct fractional delay filter and flat-
frequency response for low-frequencies. Combined with
supersampled input audio signal, we can model fractional
delay accurately. Variable delay can be easily modeled by
using a different filter computed explicitly per audio sam-
ple. To compute an order N Lagrange filter, the traditional
methods [57] require ®(N?) time and ®(1) space. However,
the same computation can be reduced to ®(N) time and
O(N) space complexity [23]. Many applications requiring
variable fractional delay oversample the input with a high-
order interpolator and use a low-order variable fractional
delay interpolator [61] to avoid computing a high-order
variable delay filter during run time. Wise and Bristow-
Johnson [61] analyze the signal-to-noise-ratio (SNR) for
various low-order polynomial interpolators in the presence
of oversampled input. Thus, for a given SNR requirement,
optimal supersampled input signal and low-order polyno-
mial interpolator can be chosen to minimize computational
and space complexity. Ideally, a highly oversampled input
signal is required (see Figure 12) to achieve 60 dB or more
SNR for a low-order Lagrange interpolation filter, but it
might be possible to use low oversampling to minimize
artifacts in final audio output [45].

7 ANALYSIS

In this section, we analyze the performance of our algo-
rithm, highlight the error sources, and compare it with prior
methods.

7.1

We have used our algorithms on several different scenarios
and scenes. The complexity of these scenes is similar to
those used in current games with tens of thousands of
triangles for audio processing. We test the performance of
the system on a multi-core PC with NVIDIA GTX 480
GPU and use a single CPU core (2.8 GHz Pentium) for
audio processing. We used some common benchmarks to
evaluate the performance of our system (Figure 13). Results
for static source and receiver positions are shown in Table 1.
We also show the cost of conducting higher order recursion
in Table 2.

In addition to static scenes, we show results with dy-
namic movement in the Music hall scene using a 500 frame
sequence. For this test, we use the coordinates defined in
the round robin IIT dataset !. The source and receiver begin
at coordinates S1 and R1, respectively. Over frames 100-
200, the source moves linearly from S1 to S2. Over frames
300-400, the receiver moves linearly from R1 to R2. We
compare our guidance method to other receiver size models.
In each method, r is the predicted receiver radius, N is the
ray count, V is the scene volume, ¢ is the ray length, and
d is the distance between source and receiver.

Performance

1. http://www.ptb.de/en/org/1/16/163/roundrobin/roundrobin.htm

o Lehnert model: This model increases the receiver
radius for rays that travel farther, adjusting the radius
as rays spread out [35].
r=={ ZW”

o« NORMAL model: Originally a method for predicting
the number of rays needed based on scene volume
[19], [63], this algorithm has been adapted as a receiver

size model [62].

3/ 15V
2nN

« Xiangyang model: This model accounts for the min-
imal sphere receiver size needed for detection and
adjusts the radius based on scene volume [62].
r= loglO(V)d\/%

It should be noted that these receiver models are intended
for simulations that include high orders of diffuse reflec-
tions and are not necessarily optimal for low orders of spec-
ular reflections. Each of these receiver models have been
implemented in a parallel efficient manner and integrated
into our simulation. All simulations begin with 50,000
rays. Appendix A shows detailed data for the animation
sequence.

r=

Model #Tri  Bounces #Paths PT (ms) AT (ms)
Desert 35k 3R+1D 15 53 3
Indoor scene 1.5k 3R+1D 27 62 5
Music Hall 0.2k 3R 62 23 7
Sibenik 80k 2R 11 90 3

TABLE 1: Performance in static scenes: The fop two
represent simple indoor and outdoor scenes. The third one
is a well known acoustic benchmark and the fourth one is
the model of Sibenik Cathedral. The number of reflections
(R) and edge diffraction (D) are given in the second column.
The time spent in computing propagation paths (on GPU)
is shown in the PT column and audio processing (on CPU)
is shown in the AT column. The simulation begins with 50k
visibility samples; we measure the performance after 50
frames.

Model IR 2R 3R 4R
Desert 30 41 53 57
Sibenik 51 90 153 226

TABLE 2: Performance per recursion: Average perfor-
mance (in ms) of our GPU-based path computation algo-
rithm as a function of number of reflections performed. The
Desert scene also includes edge diffraction. 50k visibility
samples were used.

7.2 Accuracy and Limitations

Overall, our approach is designed to exploit the compu-
tational power of GPUs to perform interactive visibility
queries. The overall goal is accurate auralization, but our
approach can result in the following errors:

1. Visibility errors: The accuracy of the visible sur-
face or secondary image source computation algorithm
is governed by the number of ray samples and relative
configuration of the image sources. Our algorithm can
miss some secondary sources or propagation paths and is
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Fig. 13: Benchmarks: The benchmarks used to test the performance of our implementation: (a) Music hall model; (b)
Sibenik cathedral; (c) Indoor scene; (d) desert scene. While the music hall scene is not often used for low order acoustic
simulation, we selected it to show the animation sequence in Appendix A. Sibenik cathedral was selected as a very

challenging visibility test case.
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Fig. 14: Recursion path count: These figures show the
number of paths found for varying visibility rays. The
receiver size is fixed at I meter. As visibility ray count
increases, low triangle count scenes like the Music hall
(a) are quickly saturated. However, in complex scenes
like Sibenik cathedral (b), higher visibility ray counts are
required to explore the scene.

more accurate for the first few orders of reflections and
diffraction. Figure 14 compares the found paths on two
scenes of varying complexity.

2. Limited path count: Our algorithm uses the number
of valid paths found as input to the guiding algorithm. If
the initial visibility sampling is too low, it is possible that
some paths will not be found. Since the guiding algorithm
cannot account for these unknown paths, it cannot increase
sampling density to find them.

3. Diffraction errors: Our formulation is a variation of
the UTD method and its application to finite edges can
result in errors. Moreover, our system only simulates one
order of approximate diffraction paths and it is possible
that we miss some of the diffraction contributions due to

sampling errors. It is also possible that the found paths will
have slight geometric error.

4. Acoustic response errors: The overall GA method
is a high frequency approximation and may not be ap-
plicable to scenes with very small and detailed features.
Furthermore, our system does not model diffuse reflections
or high order specular reflection and diffraction. Other com-
plementary algorithms [4] could allow diffuse responses to
be included with little cost.

5. Sound rendering artifacts: Our approach tends to
reduce audio artifacts, but cannot eliminate them. Since
our rendering algorithm uses the image sources computed
by the propagation algorithm, any inaccuracy in image
source computation affects its performance. In particular,
if a high number of image sources appear or disappear
between successive frames, we may observe artifacts.

The governing factor in the accuracy and performance of
our approach is the number of ray samples that are cast in
a single simulation frame. This directly impacts visibility
accuracy and indirectly affects validation accuracy. As
we use a higher number of visibility samples, errors are
reduced (see Figure 14). This aligns well with the current
technology trends as the performance of future GPUs will
improve in terms of ray tracing throughput [1]. Another
factor that governs the accuracy is the size of the triangles.
Most GA methods are applicable to models where the size
of the features or triangles is comparable (or larger) than the
audible wavelengths. Moreover, as the size of the primitives
increase, it improves the coherence of the multi-viewpoint
ray casting algorithm and makes it possible to trace a higher
number of ray samples per second.

7.3 Comparisons

We compare our system with other general GA methods
and specific rendering systems.

Ray tracing algorithms: Previous ray-shooting based
propagation algorithms [30], [58] trace each ray or ray
packets independently to compute paths from the sources
to the receiver. These methods model the receiver as an
object of some size to determine when a discrete ray is close
enough to the receiver to be considered a valid contribution
path. This can lead to missed contributions, duplicate
contributions (see Figure 3), or statistical errors [35]. Since



we can adjust the visibility sampling and detection sphere
size, our method can achieve better performance than prior
ray tracing methods.

Exact GA algorithms: Exact GA algorithms are based
on beam tracing [33] and conservative ray-frustum tracing
[12]. These methods can accurately compute all the specu-
lar reflection and edge diffraction paths. However, frustum
tracing methods [12] can take a 6 — 8 seconds on simple
models composed of a few thousand triangles with three
orders of reflections on a single core and beam tracing
algorithms are almost an order of magnitude slower than
frustum tracing.

Ray-frustum tracing: These methods trace frusta and
use a combination of exact intersection tests and discrete
clipping. Overall, their accuracy lies between discrete ray
tracing and beam tracing methods. However, current im-
plementations can compute the propagation paths with
specular reflection and edge diffraction at 2 —3 fps on a
7-core PC. In our benchmarks, our system running on a
single GPU is about an order of magnitude faster than ray-
frustum tracing.

Other systems: ODEON is a popular acoustics software
which can compute specular reflections, diffuse reflections,
and diffraction [15] and is perhaps the most widely used
commercial system for architectural acoustics. ODEON
performs early specular reflections and diffraction using a
combination of ray tracing and image source method [15].
For diffraction, ODEON computes at most one diffraction
path from a source to a receiver. The diffraction impulse
response is computed [40] only when the direct path
between the source and the receiver is obstructed and a
diffraction edge is found around the geometry obstructing
the source-receiver direct path. CATT-Acoustic [11] is
another popular room acoustic software which performs
specular and diffuse reflections using a combination of
image source and ray tracing methods, along with ran-
domized tail-corrected cone tracing [18]. It does not have
support for diffraction computation. RAMSETE [26] is a
GA based prototype acoustic system. It performs indoor
and outdoor sound propagation using pyramid tracing [22].
It can perform specular reflections, diffuse reflections,
and multiple orders of diffraction over free edges. The
diffraction contribution for free edges is computed using
the Kurze-Anderson [31] formula for free edges. It does
not support diffraction for non-free edges. RAVEN at
RWTH Aachen University is a framework for real-time
auralization of virtual environments [48], [36]. It applies
image source method for specular reflections. RAVEN uses
spatial hierarchies to render dynamic scenes with hundreds
of triangles. Additionally, RAVEN supports a simplified
form of diffraction tests. Another prototype system for
real-time auralization is based on beam tracing [25], [56].
It can perform specular reflections and diffraction using
beam tracing. The diffraction calculations are based on
Uniform Theory of Diffraction (UTD) and these systems
can handle multiple orders of diffraction. A beam tree is
constructed in an offline step which limits the system to
either a static source or receiver position. RESound [52]

is also a real-time auralization system. It is based on a
combination of frustum tracing and ray tracing to handle
specular reflections, diffuse reflections, and UTD diffraction
in dynamic scenes.

7.4 Audio Processing

Our interpolation scheme presented in Section 6.2 produces
smooth audio. It could be improved by interpolating image
sources by predicting their new position based on their
current positions and velocities [53]. Additionally, in cases
where the number of image sources (or paths) is large, it
is possible to apply clustering and perceptual acceleration
[56], [37] for efficient audio processing. Currently, our
audio processing step does not interpolate direction of an
image source relative to the receiver but we encode it by
computing delays and attenuation for left and right ears for
3D audio.

8 CONCLUSION AND FUTURE WORK

We have presented a new auralization algorithm for in-
teractive scenes. Our guidance algorithm reduces visibility
and path cost while maintaining accuracy. Moreover, we
exploit the computational power of GPUs to perform the
visibility computations in parallel and achieve significant
performance improvement over prior GA methods for the
same number of contributions. In practice, we are able to
compute most of the contribution paths to the receiver in
game like scenes with thousands of triangles. Overall, we
are able to generate plausible audio rendering in dynamic
game-like scenes at 8 —30 fps on current PCs. Moreover,
our approach aligns well with the current technology trends
and its accuracy and performance would improve with the
increased parallelism available in the GPUs.

There are many avenues for future work. We would like
to extend to scenes with a high number of sound sources
based on clustering methods or perceptual rendering algo-
rithms. Online analysis of the propagation cost coefficients
may allow for improved guidance algorithms. A preprocess
sampling pass could be used select more appropriate initial
sampling and radius values for better guidance. Further-
more, we would like to perform perceptual evaluation of
our system and perform user studies. Since the ray tracing
algorithm can also be used to perform diffuse reflections,
it may be possible to adapt our algorithms for rendering
diffuse scattering effects. During tracing, some form of
dynamic resampling may improve the accuracy of our
algorithm. We also want to investigate the use of multi-
view tracing with other software, such as NVIDIA’s OptiX
2 engine or acoustic precomputation methods [3]. Finally,
we would like to integrate our auralization system with
other interactive applications and evaluate its performance.
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