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Interactive Sound Rendering in Complex and Dynamic Scenes
using Frustum Tracing

Christian Lauterbach, Anish Chandak, and Dinesh Manocha, Member, IEEE

Abstract —We present a new approach for real-time sound renderi

ng in complex, virtual scenes with dynamic sources and objects.

Our approach combines the ef ciency of interactive ray trac ing with the accuracy of tracing a volumetric representation. We use a
four-sided convex frustum and perform clipping and intersection tests using ray packet tracing. A simple and ef cient f ormulation
is used to compute secondary frusta and perform hierarchical traversal. We demonstrate the performance of our algorithm in an
interactive system for complex environments and architectural models with tens or hundreds of thousands of triangles. Our algorithm

can perform real-time simulation and rendering on a high-end PC.
Index Terms —Acoustic propagation,Interactive systems
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Traditionally, the focus in interactive visualization hHasen on high-
quality, realistic visual rendering of complex datasetfiede devel-
opments are supported by high growth rates and programityadfil
current graphics hardware as well as advances in rendectejeaa-
tion algorithms. However, at the same time it is importandéwelop
interactive algorithms for sound or auditory rendering. almulti-
sensory visualization system, spatial sound can be comliité vi-
sual rendering to provide a more immersive experience farynag-
plications [28]. These can be used for the development ofuali a
tory display [38, 16, 31] to convey intuitive spatial cuesedily and
therefore can result in better understanding and evaluaficomplex
datasets.

In this paper we address the problem of interactive soundierémg
and visualization in complex and dynamic environments.m&mf
the driving applications include acoustic design of aeattitiral mod-
els or outdoor scenes, walk-throughs of a virtual prototypa large
CAD model with sounds of machine parts or moving people ysirt
environments with multiple avatars, or even visualizat@nmulti-
dimensional datasets [28]etc. The sound rendering algosittake
into account the knowledge of sound sources, listeneritmtst 3D
models of the environments, and material absorption dagenerate
realistic and spatialized sound effects.

Over the last few decades, the problem of fast visual rengeri
of complex datasets has received considerable attentiooriyputer
graphics and visualization literature. Current algorishamd systems
are able to handle complex datasets composed of millionsroftives
at interactive rates on commodity hardware. In contrasty gound
rendering are limited to relatively simple models and carirandle
complex or dynamic datasets at interactive rates. The niahenge
in sound rendering is to compute the re ection paths fromsbend
sources to the listeners at interactive rates. Prior agpesafor com-
plex environments have been based on geometric methodssin&i-
ther ray or beam tracing methods to explicitly follow thehsatHow-
ever, ray tracing methods are prone to inaccuracies duentplsay
or aliasing errors, and beam tracing methods involve cenalie pre-
processing and are limited to static, densely-occluded@mwments.
As a result, current interactive applications are limitedising sound
sources that are associated with a static, precomputett.effe
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Main Results: We present an interactive algorithm for sound ren-
dering using frustum tracing. Our approach uses a simplenvetric
representation based on a four-sided convex frustum, fachwte-
scribe ef cient algorithms to perform hierarchy traversatersection
and specular re ection and transmission interactions agometric
primitives. Unlike beam tracing and pyramid tracing algams, we
perform approximate clipping by using a subdivision intb-$wsta.
As a result our rendering algorithm reduces to tracing ragkets
and maps well to the SIMD instructions available on curreRUS.
We support dynamic scenes by using bounding volume hieesch
(BVHSs) to accelerate the computations on complex modelsr&ly
our approach combines the ef ciency of interactive ray itngowith
the accuracy of tracing a volumetric representation.

We have implemented our algorithm and have used it for intera
tive sound rendering in complex environments composed rof te
hundreds of thousands triangles and dynamically movingatsj The
performance of our system varies with the complexity of thei-e
ronments, especially as a function of the number of re ewio In
practice, our approach can trace enough frusta to simuatedson a
current high-end PC at interactive rates with up to 7 re @a$i.

As compared to prior geometric approaches for sound remgleri
our approach offers the following advantages:

Generality: No special or logical scene representation is neces-
sary and our algorithm is able to handle all polygonal madels

Ef ciency: Our algorithm scales with the complexity of the
scenes as a logarithmic function of the model size (although

a linear complexity update step is needed whenever geometry

moves). Most of the bene ts of ray packet tracing are diseafl-
plicable, including SIMD implementation and trivial pdediza-
tion on multi-core processors.

Dynamic, complex scenestWe can handle all kind of dynamic

scenes and make no assumptions on the motion of sound spurces

listener or objects in the scene.

Integrated visual and sound rendering:We use a BVH to per-
form fast intersection tests between ray packets and tmeipri
tives. The same hierarchy can be used for ray tracing foravisu
rendering and frustum tracing for sound rendering.

Organization: The rest of the paper is organized in the following

manner: we give a brief overview of prior work on sound pragiam
in Section 2. Section 3 presents our frustum tracing algariand
shows how to use the algorithm to compute the re ection pé&irs
the sound sources to the listeners. We describe our implziitm
in Section 4 and demonstrate its performance on differemaisan
Section 5. We analyze the performance in Section 6 and bighdi
few limitations of our approach.



2 PREVIOUS WORK

There has been considerable work on sound generation apdgao
tion in computational acoustics, computer graphics, cdatfmnal ge-
ometry and related areas for more than four decades [5, 7 Théke
include physically-based sound synthesis algorithms 329, numer-
ical and geometric methods for sound propagation and aediele

techniques. In this section we give a brief overview of soprapaga-
tion algorithms.

Numerical methods: Numerical solutions [24] attempt to accu-
rately model the propagation of sound waves by numericallyirsg  Fig. 1. Frustum-based packet: The frustum primitive used in our algorithm.
the wave equation. These methods are general and highlyagecua) The frustum is de ned by the four side faces and the frooe far equiv-
[33]. However, they can be very compute and storage interjdit]. alently by the boundary rays on the sides where the facesséte b) the
Current approaches are too slow for interactive sound gatan in ~ frustum is uniformly subdivided into sub-frusta de ned bgit center sample
complex environments and are mainly limited to simple ssene rays (dots), depending on a sampling factor.

Geometric methods: These algorithms model the propagation of
sound based on rectilinear propagation of waves and canmatebu
model the early re ections. Most of these methods are closslated ing. We use a simple convex frustum so that we can perform fast
to parallel techniques in global illumination, and many autes in intersection tests with the nodes of the hierarchy and tiraitpres.
either eld can also be applied to the other. The earlieshese ap- Unlike beam tracing algorithms, we perform approximatppitig us-
proaches were particle and ray based [23, 25] and simulagegrop- ing ray packets. Overall, our representation combines sohike
agation paths by stochastically sampling them using raysseB on speed advantages of ray packet tracing with the bene ts lofwetric
recent advances in interactive ray tracing, these methreddso appli- formulations.
cable to dynamic scenes [45, 26]. Approaches using dispeetecle We use a convex four-sided frustum, i.e. a pyramid with a guad
representations callgghononsor sonels[3, 9, 22] have been devel- lateral base (see Fig. 1(a)) that is de ned by its four side$aand
oped in the last few years. These methods look very promimimgre one front face. Equivalently, the frustum can be represkatethe
currently limited to simple scenes. Moreover, particle amgtbased convex combination of four corner rays de ning the frusturt a
algorithms are susceptible to aliasing errors and may needyehigh broad level, the main difference between frustum and beaainty is
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density of samples to overcome those problems.

how we keep track of intersections with the primitive and skene.

Theimage sourcelgorithms create virtual sources for specular reBeam tracing performs exact clipping with each primitivétia scene

ection from the scene geometry and can be combined withuddf
re ections and diffractions [4, 8]. They accurately comptiie prop-
agation paths from the source to the listener, but the nutbertual
sources can increase exponentially for complex scene$ig.makes
these techniques suitable only for static scenes.

The third type of geometric methods is basedmam tracing
which recursively traces pyramidal polyhedra from the seup the
listener [18, 10, 11]. In their seminal work, Funkhouserlef®2, 13]

and therefore needs to maintain a full list of clipped edgefsces of
the beam. We avoid these relatively expensive operationsubyli-
viding the frustum uniformly into smaller sub-frusta to fuem dis-
crete clipping, and only keep track of intersections at &vell of those
sub-frusta (see 1(b)). Moreover, each sub-frustum is sgted by a
sample ray, and a sub-frusta is considered to interseciratiwe only
if its sample ray hits the primitive. Essentially, this canibterpreted
as a discrete version of a clipping algorithm and can intcedsome

showed how beam tracing methods can be used for sound ptapagaerrors in our propagation algorithm.

at interactive rates in complex virtual environments. Sagerithms

have been proposed to use beam tracing on moving sourceS][2,
However, current algorithms take large pre-processing tand are
not directly applicable to dynamic scenes with moving otgec

The difference between the frustum and beam tracing prisats
highlighted in Fig. 2. We show the intersection of the beaaft)land
frusta (right) with three primitives and the resulting sedary beams
and frusta computed for re ection and transmission. Notg gince

Interactive Sound Propagation: Many other methods have beenthe intersection is determined by the location of the sarmgye the

presented for rendering of room acoustics [29, 36, 42] oehzeen
integrated with VR systems [30]. Joslin and Thalmann [2Ekspnt a
technique to reduce the number of facets in order to accteltra re-
ection computations in sound rendering. A point-basedoathm
for multi-resolution sound rendering has been presentegdenes
with a large number of emitters [46]. Doel et al. [43] presantal-
gorithm for interactive simulation of complex auditory ses using
model-pruning techniques based on human auditory pecep®ur
approach is complementary to many of these algorithms andea
combined to further improve the performance.

3 FRUSTUM TRACING

In this section we present our algorithm for interactive rebyprop-
agation in complex and dynamic scenes. Our approach is douilt
recent advances in interactive ray tracing, including pattaversal
algorithms [44] and dynamic scenes [45, 26].

3.1 Frustum Representation

As discussed above, ray tracing algorithms for sound prajaysuf-
fer from noise and aliasing problems [27], both spatiallgd é&mpo-
rally. In order to avoid these sampling issues, we trace lsimon-
vex polyhedron instead of in nitesimal rays. Speci callye perform
frustum tracing, which is similar to beam tracing and pyramid trac

1We use the ternfrustum tracingin a different sense than earlier work on
radio propagation presented in [40], which is very simitabéam tracing.

frustum tracing algorithm in this example will underestimghe size
of secondary beams at the primitive on the left. The amousetafr
introduced depends on the sampling rate, i.e. the rate afiggion
of the frustum.

Bene ts: Our formulation of the frustum and the clipping algo-
rithm allows a faster and more general algorithm for protiaga We
use the main frustum as a placeholder for all the enclosedrasta
during hierarchy traversal or intersection computatidxsa result we
are able to achieve very ef cient and fast traversal usingrepresen-
tation in both static and dynamic scenes. In addition, weoize our
sample rays in ray packets similar to those used in inteacaiy trac-
ing, and exploit the uniform subdivision of frusta for faspgimitive
intersection computations. Finally, we defer construgtine actual
sample ray computation until the sub-frusta are actualbded, i.e.
if the whole frustum does not fully hit a primitive. This rezks the
set-up cost, especially for very small beams.

3.2 Frustum Tracing

The goal of frustum tracing is to identify the primitivese(itriangles)
that intersect the frustum and then to construct new secyprdams
that represent specular re ection and transmission of dodis in-
volves traversing the scene hierarchy, computing thesetgion with
primitives and then constructing secondary frusta. Wegmealgo-
rithms for each of these computations.

Construction of secondary frusta: Whenever a frustum hits a
primitive, we construct secondary frusta for transmissind specular
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Fig. 2. Beam vs. frustum tracing: Our approach compared to beam trac-

ing for a simple example.(Left): beam tracing. (Right):shwm tracing. The

discrete sampling in our frustum based approach underegégsihe size of the
exact re ection and transmission frustum for primitive ldaoverestimates the

size for primitives 2 and 3.

re ection. If the entire frustum hits one primitive, the cgiruction of
the secondary frusta is simple and can be accomplished bygug
the four corner rays. For the general case, when differdmfrsista

hit different primitives, multiple secondary frusta hawede generated.

A naive solution would be to generate re ection and transiois for
each single sub-frustum de ned by a sample ray. Howeves,dbuld
result in an extremely high number of additional frusta, #relcom-
plexity of the algorithm will grow as an exponential functiof the
number of re ections. To avoid this, we combine those sulsta that
hit the same primitive by hierarchically comparing four gtéoring
samples and treating them as one larger frustum (see FigTI8}
can be seen as a quad-tree structure, although we do not t®thpu
tree explicitly. If the samples hit neighboring primitivéeat have the
same material and normal, we combine those primitives irsttmee
way to avoid splitting too many sub-frusta. This is espégiateful
when rectangles are represented by two triangles, whicledsranon
case in architectural models. In practice, we have fountldhaap-
proach yields a good compromise between the time taken topid
mal groups of sub-frusta and the number of secondary friestded.
We also exploit the fact that the combined frustum exactyesents
the sub-frusta, and there is no loss of accuracy due to taiathical
grouping. If the primitives in the scene are over-tessetlatve could
use simpli cation algorithms to decrease their size [21hisTcan in-
troduce some additional error in our propagation algorjthut big
triangles in the scene would result in fewer secondary sutd.

Fig. 3. Constructing secondary frusta: We compute re ected and transmitted
frusta ef ciently by grouping sub-frusta that hit the sarméptive together in

a single secondary frustum instead of having to trace eathesh individually.
Using a hierarchical process, we combine groups of four Bubta together as
long as they hit the same primitive.

entire frustum hits the primitive, which can happen manyesmCon-
sider Fig. 4, which shows the different con gurations thaharise
when intersecting a frustum with a primitive. Case 1 shoved the
frustum fully misses the primitives (i.e. no overlap at ;alljerefore,
we can skip that intersection right away. Case 2 shows tleafrtls-
tum fully hits the primitives, which means we can constradandary
frusta right away without having to consider subdividing frustum,
unless a closer hit is found later on. In cases 3 and 4, theufrupar-
tially overlaps the primitive or contains the primitive ang have to
consider the individual sub-frusta.

We test for these four cases by using a Plicker coordinate+ep
sentation for the triangle edges and frustum rays [37], vigiges us
a way to test the orientation of any ray relative to an edgezeGa
consistent orientation of edges (clockwise or countecialdse), we
can test for intersection if all the edge orientations h&eesame sign.
When testing the corner rays of the frustum, which can beopeiéd
in parallel using SIMD instructions, we check for Case 1 amdeC2
simply by testing whether all the corner rays are inside tlangle
(Case 2) or fully outside one or more edges (Case 1). Notaftbdat-
ter testis conservative and may conclude that the frustatnesecting
the triangle, even if they are not. These intersections evidintually
be culled in our handling of Cases 3 and 4.

If no early culling is possible, we then perform a ray-trilnm-
tersection using the actual sample rays. As the number of treat
actually intersect the triangle may be small compared tantiaber
of sample rays representing all the sub-frusta, we rst coraghe
subset of potential intersections ef ciently. Since thenpée rays are
uniformly distributed in the frustum space, we compute lusuon the
projected triangle in that space and only test those santipétdall
within those bounds. In order to perform these computatiaesclip

Hierarchy traversal: We use a bounding volume hierarchy (BVH)the triangle to the bounds of the frustum by projecting thentyle to

as our choice of scene hierarchy, as it has been shown to watkon
general dynamic scenes. However, our algorithm can alsaléeted
to be used with kd-trees or other hierarchies. The main tiparéor
traversal of the BVH is checking for intersection with a BVpsh
commonly an axis-aligned bounding box (AABB). As descriliiyd
Reshetov et al. [35], a frustum can be tested for overlapavitAABB
quickly. If the frustum does not intersect the AABB node, draire
subtree rooted at that node can be culled. Otherwise thérehibf the
node are tested in a recursive manner. However, this traiversthod
can result in traversing too many nodes, because traveasabt stop
until the rst hit between the scene geometry and the frustasbeen
computed. Interactive ray tracing algorithms using BVHsoatrack
which rays in the packet are still currently active (i.e. thié current
node) at any point during traversal [45, 26]. Since we waravioid
performing intersection tests with the frustum's sampiesras long as
possible, we also keep track of the farthest intersectigihd®und so
far to rule out intersecting nodes that cannot possiblyrdaute.

Ef cient primitive intersection:
triangulated. The main goal for intersection with triarggie to min-
imize the number of ray-triangle intersections, as they lmammore
expensive than the traversal steps. Most importantly we teeavoid
performing any ray intersections at all if we can determimat the

one of the coordinate planes and use a line clipping algorabainst
the frustum's intersection with the plane. Finally, whewkng at
the clipped polygon's vertices, we can compute their boogdiox in
frustum parameter space (see Fig 5). The actual triangtesmttion
is only performed for the sample rays that fall within the bdary of
the clipped triangle, and can easily be performed by usiagrttiices.
Note that this can also be reduced to a rasterization proldéran a
triangle that is projected into the far plane of the frustwa,want to
nd the sub-frusta it covers. Therefore, we can use otherstayeval-
uate this intersection. By using a higher set-up cost, fhadte could
be projected and processed with a scan-line renderingiédgorinter-
secting with the respective sample ray for each coveredrsisbum.
Another interesting approach would be to use a modi ed Afdaui6]
for computing the sub-frusta covered by the triangle thiolapkup
masks, at the cost of some precision.
Handling non-specular interactions: As described above, specu-

lar re ections and transmissions can be handled directlhdugh we

We assume that the models arehave not implemented this, our frustum tracing approachatsmuse

the diffraction formulation described by Funkhouser ef 48] based
on the uniform theory of diffraction. For diffuse scatteyitine frustum
tracing approach could be adapted to also generate segoindsta
on a hemisphere around the hit point. However, this coulceise the



Case 1 Case 2

Case3

Case 4 Case 5

Fig. 4. Primitive intersection: Five different cases can occur when intersecting a frustitmatriangle. From left to right: Frustum misses complgtétustum
is contained, frustum intersects partially, frustum camsariangle. The last case shows a situation where the dimss clearly outside the triangle, but is not
detected by the edge based test since it is not fully on oeren$iany edge. This case is handled as intersecting, butlisctlaiter on during the clipping test.

Fig. 5. Packet-triangle intersection: Our novel intersection algorithm
quickly computes the potential ray intersections in frostspace by clipping
the triangle to the frustum's edges in 2-D, then nding thetemgular bounds
of the clipped point in frustum space. The bounds can theisée to effectively
limit the number of actual sample rays that have to be tested.

branching factor per interaction dramatically and thenefeave a high
impact on performance.

3.3 Sampling and Aliasing

Our algorithm uses a discrete approximation of the exaairstary
beams that would be computed by using an exact clipping ighgor
As a result the re ections obtained by our method can suffemf
aliasing artifacts, especially along object boundaries shown in
Fig. 2, re ected frusta often subtend areas that are outsfittee prim-

itive or do not cover all of the area. This is due to the fact thar

tracing algorithm assumes that a sub-frustum hits the fivienin its

full projected area if its sample ray hits the primitive. Jleian result
in other possible effects such as missing paths, e.g. a $moklin

the object might be missed due to our sampling density. Rataly,

these artifacts only result in some missed contributiohg&iom the
re ections. Moreover, in a dynamic environment these efeeould

be far less obvious to the listener as compared to the ndifscts that
can arise due to stochastic sampling in ray tracing methddte that
our algorithm will also avoid creating holes or overlapshie te ec-

tions eld during the computation of re ected or transmitérusta.
These holes or overlaps can have a far larger contributioermir

since they tend to be more apparent in an interactive apioiche-
cause of abrupt changes in the contribution. An interesispect of
our approach is that having small geometric objects or pisigs (i.e.
a statue) in the scene will not result in a very high numbermoéls
secondary frusta. Instead, the number of re ections is Hedrby the
sampling density in the packet. These very small frusta dibalcom-
puted by an exact clipping algorithm, though they have vt lor

no contribution.

and allow some error. There are several approaches for ictgptie
sampling rate in this context: rst, a good way of choosing ubdi-
vision is to select the number of rays depending on the angplaad
of the packet. For example, a very narrow frustum will likeled a
lower sampling density than a wide frustum. Since the actua are
not constructed until a suf ciently small primitive is enaatered, it is
also possible to select the sampling rate relative to thal lpeometric
complexity in order to avoid under-sampling. One way to measo-
cal complexity, for instance, would be to use the currenthiep the
subtree in the BVH. Finally, the sampling rate can also beawugpen-
dent on the energy carried by a frustum or the number of réoast
before reaching the current position. This is a useful agpration
as the actual contribution will likely decrease, and we cawelr the
sampling rate after a few re ections.

4 |IMPLEMENTATION

We now describe the overall sound rendering system that aises
sound propagation algorithm. Our system is designed tolher&al-
time and dynamic. We allow movement of the listener, the doun
sources and the geometric primitives in the scene. The sprop
agation algorithm is run as an asynchronous thread fronetef the
system.

The sound propagation simulation starts out from each poinnd
source and constructs frusta from that origin that span tt@exsphere
of directions around it according to a prede ned subdivisfactor.
Each of the frusta is traced through the scene, and secofrdatg are
constructed based on the algorithm described in Sectiorm8teTis a
user-speci ed maximum re ection order that limits the nuenlof total
frusta that need to be computed. Attenuation and other wagéh-
dependent effects are applied according to the materiglepties per
frequency band. Since we regenerate the sound contrilsuipeach
frame, we do not save the full beam tree of the simulationjusitthe
those that actually contain the listener.

Handling dynamic scenes: The choice of a BVH as an accel-
eration structure allows us to update the hierarchy ef thieim linear
time if the scene geometry is animated, or rebuild it if a fetierdeter-
mines that culling ef ciency of the hierarchy is low [26]. Ake BVH
is a general structure, our algorithm can handle any kinctefis in-
cluding unstructured 'polygon soup' and models with low los@on.
Furthermore, we can use lazy techniques to rebuild the naoitke$i-
erarchy in a top-down manner.

Auralization:
output is generated from the simulation algorithm describehe pre-
vious section, i.e. the auralization process (we refer dagler to a
more detailed overview such as [14] for an introduction). Msn-
tioned above, the simulation is performed asynchronowstjé ren-

One of the main challenges is to compute an appropriate gagnpldering and auralization, so we have a dedicated renderiegdrand

rate (i.e. the number of rays in the frustum). Ideally, thegling rate
could be chosen by taking the highest detail in the scene ettidg
the frequency so that detail could be reconstructed. Sirtuleasteri-
zation algorithms, performing this computation in a vievdépendent
manner is almost infeasible due to its high complexity andlead to
very conservative bounds. As a result we use realistic Sagphtes

one or more simulation threads. During the simulation, wendb
store the actual frusta, but test each frustum on whethdrstiemer's
position is contained in it. If so, we store the sound infatiorasuch
as source, delay and power for all bands in a temporary buffee
rendering thread reloads this buffer at regular intervats @mputes
the contribution of each source as an impulse responseidantRF)

So far we have not described how the actual sound



for each band and channel. Conceptually, each contribditirgjum
represents a virtual source located at the apex of the faisth as
in image source methods. Note that this approach can therafe
date the sound more often even if the simulation itself iy oipldated
infrequently, which reduces the impact of listener moveinen
Furthermore, to incorporate frequency dependent effegdsh

Model Triangles | Construction| Update
Theater | 9094 319 ms 2ms
Quake 11821 53 ms 1ms
Cathedral| 196344 | 1615 ms 26 ms

Table 2. Construction and maintenance cost:Our results show that for all

source's sound signal is decomposed into 10 frequency bandsthe models maintaining or updating the BVH hierarchy addegligible cost

20;40;80;160,320,640, 1280 25605120 10240 and 20480 Hz and
processed for two channels. For each channel the bandepsigsal
is convolved with the impulse response for that band and iz
nel. The convolved signals are then added up and played abthe-
sponding channel. We also have provision for binaural hgaand we
use Head Related Transfer Functions (HRTFs) from a puldioain
HRTF database [1]. The sound pipeline is set up using the FNE®D
sound API. We currently perform all convolutions in softean the
rendering thread, but it would be possible to do this in detgid sound
hardware using DSPs as well.

Implementation details: Our ray packet tracing implementation
utilizes current CPUs' SIMD instructions that allow smatlale vector
operations on 4 operands in parallel. In the context of petcaeing,
this allows us to perform intersections of multiple raysiagba node
of the hierarchy or against a geometric primitive in patalieour case
this is especially ef cient for all intersection tests ifvimg the corner
rays as we use exactly four rays to represent a frustum. Tdvere
most operations involving the frustum are implementedat thanner.
The frustum-box culling test used during hierarchy tragkrs also
implemented very ef ciently using SIMD instructions [35Finally,
since all the frusta can be traced in parallel, performimgsimulation
using multiple threads on a multi-core processor is ratheple and
can be easily scaled to multi-processor machines.

5 RESULTS

We now present results of using frustum tracing in our sysiarsev-
eral scenes. All benchmarks were run on an Intel Core 2 Dueisys
at 3.0 GHz with a total of 4 cores. Our sound simulation runmas
chronously to the rendering thread and can be executed aflglaon
the other three threads to exploit parallelism. As futuréJE®iill of-
fer more cores, the performance of our sound propagatiaoritign
can therefore improve accordingly. Results are shown bmtluging
just one thread and using all three threads.

We tested our system on several different environments ane ¢
ditions (see Fig. 6). Our main performance is summarizedlet
1 and shows that we can handle all of the benchmark models at
teractive rates on our test system. The theater model ischitea-
tural scene that is very open and therefore would be venjerigihg
for beam tracing approaches. Even with 7 number of re ectipar
frustum, we can perform our simulation in less than one sgedth
dynamic geometric primitives and sound sources. The Qualaem
was chosen as a typical example of a game-like environmehtezn
tures densely-occluded portions as well as open parts. Sgmanic
geometric objects and moving sound sources are also intindeur
benchmark. We also tested a more complex, static scene @@k 1
triangles with just one moving sound source.

to the overall simulation. Note that construction only neéad be performed
once and then the hierarchy is maintained through updates.
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Fig. 7. Sampling rates: The graphs show the impact of increasing the sam-

pling rate per frustum on both the simulation times as welhasber of frusta
generated (all simulations are performed for 7 re ectioni addition to the
benchmark scenes used in Table 1, the 'Boxes' scene is aesenpironment
of two boxes connected by a small opening. Due to our frustaversal al-

gorithm, ef cient triangle intersection and secondarystum construction, in-
creasing the sampling rate only causes logarithmic growatlthie simulation
time and number of frusta generated. This suggests thatgihgrihe frusta
sampling rate can be an ef cient method to control the accyraf our simu-
lation.

@yr merging algorithm for constructing secondary frustaisBcaling
makes the sampling rate a good parameter for trading ofityuaid
runtime performance, depending on the requirements onitnae
tion.

6 ANALYSIS AND COMPARISON

We now analyze the performance of our algorithm and discosees
of its limitations. As discussed in section 3 our approacdioufuces
errors due to discrete clipping as compared to beam trabifgghave
found that the artifacts created through aliasing are hshatdly no-

ticeable except in contrived situations, and they are fgg Ebtrusive

The results in table 1 show that even though performance as mehan temporal aliasing that arises in ray tracing algorgtiased on

sured by frusta per second decreases with increasing nushpem-

itives, the decrease is still sub-linear. This is due to tgafithmic
scaling of ray packet tracing methods. We recompute the BVidnw
ever the geometric objects in the scene move. Even thougtintiee
complexity of updating a BVH is linear in the number of priivts,

the total time needed for updating a BVH is still negligibtngpared
to the simulation time, as shown in table 2. Moreover, the B\idate
can easily be parallelized using multiple threads betwhersimula-
tion runs.

stochastic approaches. Note that the sample location isuldrusta
does not need to be the center, so the aliasing due to subdisgmp
could be ameliorated by stochastic sampling of the locatierg. by
jittering. However, this may introduce temporal aliasingaghimated
scenes as stochastic sampling may change simulationgemilte-
ably over time. It is possible that Quasi-Monte Carlo sangplould
eliminate these problems.

Another source of potential errors stems from the congtmaif
secondary frusta: since the re ected or transmitted frusis con-

A key measure in our algorithm is the number of sample rays thstructed from the corner rays of the sub-frustum, the badaciof

are used per frustum. It can have a signi cant impact on théope
mance. Figure 7 shows the overall simulation performanceeisas
the total number of frusta used in our benchmark models whang:
ing the sampling rate. The graph shows that the scaling isriibg
mic, which is due to the ray-independent frustum traversatell as

the new frustum can signi cantly exceed the area of the pivmiif
the incoming frustum comes from a grazing angle and the saragb
hits close to he boundary of the object.

Another limitation of the frustum-based approach are thatas-
sume surfaces are locally at, and our algorithm may not ble &b



Fig. 6. Benchmark scenarios We achieve interactive sound propagation performance waraébenchmark models ranging from 9k to 235k triangledevhi
simulating up to 7 re ections. From left to right: Theaterq9 Quake (12k), Cathedral (196k).

Model Size Dynamic Objects Simulation results | Simulation update time (avg.) Frusta/second
(triangles) | Listener | Source| Geometric object§ Re ections | Frusta| 1 thread 3 threads 1 thread
Theater 9094 D D D 6 | 132k | 754 ms 276 ms 175k-
Quake 11821 D D (x3) D 5| 157k | 861ms 290 ms 182k
Cathedral 196344 D D - 5 60k | 1607 ms 550 ms 37k

Table 1. Results: This table highlights the performance of our system onmiffebenchmarks. The "D" indicates that listener, sourcéherscene objects are
dynamic. Note that the frustum tracing performance doeedogarithmically with scene complexity and linearly witre number of threads. Please see the

video for demonstration of the benchmark scenes.

Fig. 8. Impulse Response (IR) vs Sampling ResolutionThe above picture shows IRs generated from our frustum-tracing approach for a simple
scene of two connected boxes (top) and the Theater scene (bottom), with re ection order = 4 and varying frustum sampling r esolution f4 4;8
8;16 16,32 32g. Notice that the sampling resolution of 4x4 misses some contributions compared to higher ones, but captures most of the detail
correctly. As the sampling resolution increases, the accuracy of our method approaches that of the beam tracing method. These results indicate
that the accuracy of our method for4 4 or8 8 sampling resolution can be close to that of beam tracing.



handle non-planar geometry correctly. This is common totniolk
umetric approaches, but we can still approximate the réoest by
increasing the number of sample rays and using the planaoxpp
mation de ned by the local surface normal. Our implemeotatis

COM Contract N61339-04-C-0043, Disruptive Technology €&fand
Intel.
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