EUROGRAPHICS 2003 / M. Chover, H. Hagen and D. Tost                                                                                        Short Presentations
2
N.N.  / Fat Curves


Yao and Rokne / Fat Curves
9

Fat Curves – A title which is much too long to serve as running head

N.N.

Abstract

Fat curves in two-dimensional Euclidean space are discussed. Previous work on fat curves is reviewed and a new definition is given for a fat curve having a smooth axis. The joining of two fat curves is discussed and a technique for scan-converting fat curves is presented.Note: This article has been modified to demonstrate the use of Winword and the Eurographics 2003 style file.
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1. Introduction

In computer graphics it is frequently desirable to represent a curve or the outline of an object as ``thick'' or a ``fat'' curve. This is particularly true for high-resolution graphics devices where curves represented by a chain of single pixels are too faint or where for aesthetic reasons the curve should have a fixed non-zero width. The definition of such objects pose particular geometric problems. Implementing the objects in terms of raster graphics similarly introduces further problems in the scan-conversion process. 

If we look to standard references on algorithms for computer graphics such as Pavlides then we do not find the fat line or curve concept. In fact there are only two fundamental concepts considered by Pavlides: a thin curve with an orientation-dependent average width ranging from 1/sqrt 2 pixels to 1 pixel and a full region. Fat curves are subsumed under the full region concept and no consideration is given to the particular problems encountered in dealing with them. 

We want here only show a possible citation, such as the typical citation of the Foley et al. book or a well known paper on ray tracing of volumetric dataset. Fat lines are discussed in Bresenham under the concept of and he poses a number of questions relating to this concept. A fundamental question is how the fat lines are terminated and what the assumptions are when such lines are joined

at decreasing angles. To quote Bresenham: 

Is Wideline  a consistent concept, or is it a poorly specified and   incompletely defined attempt to set up an implicit but fuzzily understood   reference model of areas in contrast to lines? \ What is the shape of   wideline ends? Is line width a geometric property in our original modelling   co-ordinate space, or is such thickness only a picture-rendering cosmetic attribute akin to pseudo-pen size in final raster space? How should   projective transformations affect Widelines? If width is a geometric  attribute, what is the implied boundary definition?

In this paper we discuss some of the problems posed by Bresenham and we suggest solutions both in the underlying geometric setting and in the raster plane. We first give a precise definition of a fat line or curve as a continuous geometric object. Then, using this definition, we develop new algorithms implementing scan-conversion for such curves. 

In the next section we survey previous definitions of fat lines concluding with the specific problems that we attempt to solve in this paper. In Section 4 we consider the analytic definition of smooth fat curves and we verify some simple properties. The problem of joining fat curves is then dealt with and we introduce the concept of a piece-wise smooth fat curve. Finally we give a method for the scan-conversion of the fat curves we defined in the previous sections.

2. Previous Work

Fat lines are discussed in several recent papers, but here we cite papers that have nothing in common with the fat line topic. The concept is also used by several advanced workstations (see for example the IRIS User's Guide) and by typesetting systems such as PostScript. 

Perhaps the most relevant discussion is found in the paper by Posch-Fellner. They discuss an algorithm called options for double precision arithmetic. The impact of using single precision arithmetic is demonstrated in Table 1. Even when compiled with the double precision option, the program by Douglas produces results which deviate significantly from those produced by others. The formula used to calculate the squares of offset values presented in Table 1 is as follows:
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Figure 1: sample Figure
In a recent debate on the accuracy of floating point calculations, Huggins stated that the arbitrary-precision arithmetic language `bc' could be used to obtain precise results. We used this UNIX utility to calculate offset values for points C and D. On the VAX 8200, SEQUENT SYMMETRY and SUN 3/60, bc returned identical values for these points:

C: 28143.490838958534 D: 28143.49083895834
Forrest (p. 721) pointed out the well known fact that floating point calculations are still very much machine dependent. Machine dependency exposed further problems, which could be treated as problems of implementation but which are arguably more conceptual in nature as explained in the following sections.

2.1. Equidistant points from the anchor-floater line

The algorithm is based on the assumption that lines may be subdivided in an unambiguous manner using the maximum perpendicular offset. To our knowledge, the problem of two or more points being equidistant from the anchor-floater line has never been considered. Indeed, we only became conscious of this possibility when the same program yielded different results on ICL 3980 and SUN 3/60 computers. A sample problem is illustrated in Figure 1. Points C and D are equidistant from the anchor-floater line A--B. The inexact representation of floating point numbers results in C being selected on SUN workstations and D being selected on the ICL computer by the same program. With double precision arithmetic, the errors are negligible but are nevertheless sufficient to generate different results since published programs tend to use either a ``greater than'' or ``less than'' condition. GIMMS and the programs by Douglas and Wade select the first point from a set of identical offsets. White's program selects the last. The results therefore are variable and become dependent on the direction of digitising of lines. If, on the other hand, we select a point from this set at random, the procedure would become blatantly arbitrary. This problem poses other implications, which we will now examine in greater  detail.

3. Our proposal in detail

This section describes in detail our proposal, as graphically shown also in Figure 1, with a non-sense text.

…
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