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Abstract
We present a real-time algorithm to automatically
classify the dynamic behavior or personality of a
pedestrian based on his or her movements in a
crowd video. Our classification criterion is based
on Personality Trait Theory. We present a statistical
scheme that dynamically learns the behavior of ev-
ery pedestrian in a scene and computes that pedes-
trian’s motion model. This model is combined with
global crowd characteristics to compute the move-
ment patterns and motion dynamics, which can also
be used to predict the crowd movement and be-
havior. We highlight its performance in identify-
ing the personalities of different pedestrians in low-
and high-density crowd videos. We also evaluate
the accuracy by comparing the results with a user
study.

1 Introduction
Modeling and classifying the behavior of different pedestri-
ans in a crowd is an important problem in various domains
including psychology, robotics, pedestrian dynamics, and be-
havior learning. Even simple tasks like walking towards a
goal position involve several complex decisions such as fig-
uring out the most efficient path or route, and choosing be-
tween the various available paths to avoid collisions. Accord-
ing to Convergence Theory [Turner and Killian, 1987], a well-
known approach used in sociology and economics, crowd be-
havior is not a sole product of the crowd itself; rather, it is
defined by the individual pedestrians in that crowd. As a re-
sult, it is important to accurately predict the behavior of indi-
viduals and their interactions with the environment to capture
realistic, heterogeneous crowd behaviors.

Recent advances in sensor technologies have made it easier
to capture high resolution videos of pedestrians and crowds.
Moreover, surveillance cameras are frequently used in pub-
lic places and buildings for monitoring human behaviors. In
this paper, we address the problem of classifying the behav-
iors of different pedestrians in a crowd video based on their
movement patterns and use these patterns for crowd behav-
ior prediction. Besides surveillance, these techniques are also
useful for architectural design and collision-free navigation
of robots or autonomous vehicles in crowded scenarios.

Figure 1: Crowd Behavior Learning/Prediction: Our approach can
automatically classify the behavior of each pedestrian in a large
crowd. We highlight its application for the 2017 Presidential Inau-
guration crowd video at the National Mall at Washington, DC (cour-
tesy PBS): (1) original aerial video footage of the dense crowd; (2)
a synthetic rendering of pedestrians in the red square based on their
personality classification: aggressive (orange), shy (black), active
(blue), tense (purple), etc; (3) a predicted simulation of 1M pedes-
trians in the space with a similar distribution of personality traits.

Many factors including biological, developmental, and sit-
uational variations, along with individual personalities, gov-
ern people’s overall behavior. We mainly focus on capturing
the variations in behavior that arise as humans navigate the
physical world and avoid collisions. In general, categoriz-
ing the variety of personalities that humans exhibit can be
hard. Psychologists have proposed different models to repre-
sent these variations, but they have some limitations [Harvey
et al., 1995]. Therefore, we base our classification on Person-



ality Trait Theory, which proposes that a wide range of varia-
tions in behavior is primarily the result of a small number of
underlying traits. It is also important to model many external
or environmental factors, including surrounding pedestrians
and the crowd’s movement flow for estimation and predic-
tion.
Main Results: We present a novel learning algorithm to
classify pedestrian behaviors based on their movement pat-
terns. We extract the trajectory of each pedestrian in a video
and use a combination of Bayesian learning and pedestrian
dynamics techniques to compute the local and global charac-
teristics at interactive rates. The local characteristics include
the time-varying motion model that is used to compute the
personality traits. We also present new statistical algorithms
to learn high-level characteristics and global movement pat-
terns. We combine these characteristics with Eysenck’s 3-
factor PEN model [Eysenck and Eysenck, 1985] and char-
acterize the personality into six weighted behavior classes:
aggressive, assertive, shy, active, tense, and impulsive. We
also use the individual personalities to predict the state of the
crowd under different environmental scenarios.

To the best of our knowledge, this is the first approach that
can automatically identify the behavior of each pedestrian in
a crowd. We have evaluated its accuracy with a user study
(88.48%) and evaluated its performance on different videos
with tens of pedestrians. One example is the large crowd
gathered in Washington, DC for the Presidential Inauguration
(January 2017) using PBS HD video footage (see Figure 1).
Our approach offers many benefits:
1. Robust: Our approach is robust, can account for noise in
the pedestrian trajectories, and classifies the behavior using
time-varying pedestrian movement dynamics.
2. General: Our approach is applicable to indoor and outdoor
crowd videos and makes no assumption about their size or
density.
3. Crowd Analysis and Prediction: Our approach can be
used to analyze and estimate the future movement or behavior
of the crowd. Furthermore, it can be used to predict different
scenarios based on the behaviors and global characteristics,
e.g., the distribution and density of a large crowd at the Na-
tional Mall in Figure 1.

The rest of the paper is organized as follows. Section 2
provides an overview of related work in video-based crowd
analysis and personality models. We introduce the terminol-
ogy and present our algorithm for computing the local and
global characteristics in Section 3. We highlight the perfor-
mance on challenging benchmarks and describe results from
our user evaluation in Section 4.

2 Related Work
In this section, we give a brief overview of prior work on
video-based crowd analysis, behavior classification, and per-
sonality models.

2.1 Video-Based Crowd Analysis
There is extensive work in computer vision, multimedia, and
robotics that analyzes the behaviors and movement patterns
in crowd videos, as surveyed in [Li et al., 2015; Borges

Figure 2: Our method takes a streaming crowd video as an input.
We compute the state of pedestrians in the crowd, as explained in
Section 3. Based on the state information, we learn local and global
behavior properties, which are combined for behavior classification
and prediction.

et al., 2013]. The main objectives of these work include
human behavior understanding and crowd activity recog-
nition for detecting abnormal behaviors [Hu et al., 2004;
Bera et al., 2016]. Many of these methods use a large num-
ber of training videos to learn the patterns offline [Zen and
Ricci, 2011; Solmaz et al., 2012]. Other methods utilize
motion models to learn crowd behaviors [Pellegrini et al.,
2012] or use machine learning algorithms [Zhou et al., 2012;
Cheung et al., 2016]. Some techniques focus on classifying
the most common behavior patterns in a given scene using of-
fline learning. These include activity prototypes using a con-
vex learning algorithm [Zen and Ricci, 2011] and detection
of popular behavior patterns like bottlenecks, fountainheads,
lanes, arches, and blocking [Solmaz et al., 2012].

Crowd behavior learning using motion or simulation has
been used for different applications. Parameter learning has
been used to predict pedestrian motion for tracking [Pellegrini
et al., 2012]. However, these techniques use either manual
selection or offline learning techniques to estimate the goal
positions. Other researchers have used low-density tracking
data to learn agent intentions [Musse et al., 2007] or use on-
line Bayesian motion-prediction methods for human-robot in-
teractions, data-driven crowd simulation [Kim et al., 2016],
and offline training [Zhong et al., 2015].

2.2 Pedestrian Behavior Modeling

Different approaches have been used to model pedestrian be-
havior. [Funge et al., 1999] use cognitive modeling to em-
power agents to plan and perform high-level tasks [Godoy
et al., 2016]. Other approaches use personality models
to simulate the behavior of pedestrians and crowds includ-
ing the OCEAN model [Durupinar et al., 2011], the MBTI
model [Salvit and Sklar, 2011], and Personality Trait the-
ory [Guy et al., 2011] and General Adaptation Syndrome
Theory [Kim et al., 2012]. However, these methods only take
into account local motion models, not the global characteris-
tics.



3 Pedestrian Behavior Computation
In this section, we present our interactive algorithm, which
classifies pedestrian behavior using 2D, real-world trajecto-
ries that are extracted from video. Our approach can be com-
bined with almost any real-time pedestrian tracker that works
on dense crowd videos. Figure 2 gives an overview of our
approach. Our method takes a live or streaming crowd video
as an input. We extract the initial set of pedestrian trajecto-
ries using an online pedestrian tracker. We learn the pedes-
trian motion model parameters using statistical methods and
learn global and local behavior characteristics. These can be
used to predict the future state of the pedestrian or the overall
crowd.

3.1 Symbols and Notation
We introduce the terminology and symbols used in the rest
of the paper. We use the term pedestrian to refer to an inde-
pendent individual or agent in the crowd. We use the notion
of state to specify the trajectory and behavior characteristics
of each pedestrian; these characteristics also govern the posi-
tional movements of a pedestrian on a 2D plane. We use the
symbol x ∈ R5 to refer to a pedestrian’s state:

x = [p vc vpref ]T, (1)

where p is the pedestrian’s position, vc is its current veloc-
ity, and vpref is the preferred velocity on a 2D plane. The
preferred velocity is the optimal velocity that a pedestrian
would take to achieve its intermediate goal if there were no
other pedestrians or obstacles in the scene. In practice, vpref

tends to be different from vc for a given pedestrian. We use
the symbol S to denote the current state of the environment,
which corresponds to the states of all the other pedestrians
and the current positions of the obstacles in the scene. The
state of the crowd, which consists of individual pedestrians,
is a union of the set of each pedestrian’s state X =

⋃
i xi,

where subscript i denotes the ith pedestrian. The difference
between vpref and vc provides partial information about the
local interactions between a pedestrian and the rest of the en-
vironment
Motion Model: P ∈ R5 denotes the set of parameters
for the motion model. The motion model corresponds to
the local navigation rule or scheme that each pedestrian
uses to avoid collisions with other pedestrians or obstacles.
Our formulation is based on the RVO velocity-based motion
model [Van den Berg et al., 2008]. In this model, the motion
of each pedestrian is governed by these five characteristics:
Neighbor Dist, Maximum Neighbors, Planning Horizon, Ra-
dius, and Preferred Speed. Our approach can also be com-
bined with other models based on social forces or Boids.

3.2 Personality Trait Classification
Psychologists have proposed various ways of characterizing
the personalities exhibited by pedestrians. Our work builds on
Trait Theories of Personalities, a theory that categorizes peo-
ple’s behavior based on a small number of personality traits
[Pervin, 2003]. The overall goal is to automatically classify
every pedestrian in a crowd. In particular, we characterize
each pedestrian behavior based on a weighted combination of

Figure 3: Personality Classification: We identify the personality
of each tracked pedestrian based on pedestrian dynamics and the
motion model. Each pedestrian is automatically classified using a
weighted combination of different personality traits.

different personality traits that are inferred based on his or her
movement pattern and interactions with other pedestrians and
obstacles in the environment. We use the well-known Person-
ality Trait Theory from psychology and the Eysenck 3-factor
model [Eysenck and Eysenck, 1985] to classify such behav-
iors. This model identifies three major factors that charac-
terize the personality: Psychoticism, Extraversion, and Neu-
roticism (commonly referred to as PEN). Each of these three
traits has been linked to a biological basis such as the levels of
testosterone, serotonin, and dopamine present in ones body.

In our case, each pedestrian’s personality is identified
based on how they exhibit each of these three traits. Each
pedestrian is then classified into one of six weighted behavior
classes: aggressive, assertive, shy, active, tense, and impul-
sive (see Fig. 3). We chose these six particular behavior char-
acteristics because they are useful in describing pedestrians’
behaviors, and span the space covered by the PEN model,
with at least two adjectives for each PEN trait [Pervin, 2003].
We classify each pedestrian’s behavior using these traits, and
our fundamental assumption is that these behaviors are cap-
tured by a weighted combination of these six traits.

A key issue in this formulation is defining a mapping be-
tween the five motion model parameters for the RVO model
described in Section 3.1 and these six traits. We make use of
the data-driven mapping presented in [Guy et al., 2011] to
derive such a mapping that adopts the results of a user study
and derives a linear model of the mapping as:

B =


Aggressive
Assertive
Shy
Active
Tense

Impulsive

 = Mmat ∗


1

13.5 (Neighbor Dist− 15)
1

49.5 (Max. Neighbors− 10)
1

14.5 (Planning Horiz.− 30)
1

0.85 (Radius− 0.8)
1
0.5 (Pref. Speed− 1.4)





where,

Mmat =


−0.02 0.32 0.13 −0.41 1.02
0.03 0.22 0.11 −0.28 1.05
−0.04 −0.08 0.02 0.58 −0.88
−0.06 0.04 0.04 −0.16 1.07
0.10 0.07 −0.08 0.19 0.15
0.03 −0.15 0.03 −0.23 0.23

 .

Even though our approach is general, the mapping (Mmat)
is specific to the RVO motion model and the user study de-
scribed in [Guy et al., 2011].

3.3 Global Characteristics
The trajectories extracted from a real-world video tend to
be noisy and may have incomplete tracks [Enzweiler and
Gavrila, 2009]. Therefore we use the Bayesian-inference
technique to compensate for any errors and to compute the
state of each pedestrian. We use an Ensemble Kalman Filter
(EnKF) and Expectation Maximization (EM) to estimate the
most likely state x of each pedestrian.

Our approach extends the method presented in [Kim et al.,
2016]. The global dynamics consist of factors that govern
pedestrians’ trajectory behaviors in a group or crowd, i.e., the
factors that influence a pedestrian’s overall movement or flow.
We use two main components to describe the global dynam-
ics: start point of each pedestrian in the scenario and move-
ment flows. We then use them to analyze the global behav-
ior of each pedestrian. Formally, we represent these dynamic
characteristics for each pedestrian with a vector-valued func-
tion, f(), whose initial value is determined by the function,
E():

xt+1 = f(t,xt) = [P (xt) I(xt) G(t,xt)]T; x0 = E(t0).

For each pedestrian in the crowd, the function G : R× R6 ×
S → R2 maps time t, the current state of the pedestrian
x ∈ X, and the current state of the environment S ∈ S to
a preferred velocity vpref . Function I : R6 × S → R2 rep-
resents the RVO motion model that is used to compute the
current velocity vc for collision-free interactions with other
pedestrians and obstacles. The function P : R2 → R2 com-
putes the position given vc and E : R → R2 computes the
initial position for time t0, which is the time at which a partic-
ular pedestrian enters the environment. The three components
of the pedestrian dynamics (start point, movement flow, and
local collision-free navigation) are mapped to the functions
E(), G(), and I(), respectively. We use Bayesian inference
to compute E() and G() from the 2D trajectory data of the
pedestrians.

Movement Feature The movement features describe the
characteristics of the trajectory behavior at a certain posi-
tion at time frame t. These movement features of different
pedestrians are grouped together and form a cluster that rep-
resents the movement flow. The characteristics include the
movement of the pedestrians during the past w frames, which
we call the time window, and the intended direction of the
movement (i.e. the preferred velocity) at this position. In
our case, the movement feature vector is represented as a six-
dimensional vector:

g = [p vavg vpref ]T , (2)

where p, vavg , and vpref are each two-dimensional vectors
that correspond to the current position, average velocity dur-
ing pastw frames, and estimated preferred velocity computed
as part of state estimation, respectively. vavg can be com-
puted from (pt − pt−w)/w ∗ dt, where dt is the time-step.

Movement Flow Clustering At every w steps, we com-
pute the new behavior features for each pedestrian using
Equation 2. We group similar features and find K most com-
mon behavior patterns, which correspond to the movement
flow clusters. We use recently observed behavior features to
learn the time-varying movement flow. We use the k-means
data clustering algorithm to classify these features into K
movement flow clusters. In our case, K and Nf are user
defined values that represent the total number of the clus-
ters and the total number of collected behavior features, re-
spectively, and K ≤ Nf . A set of movement-flow clusters
G = {G1, G2, ..., GK} is computed as follows:

argmin
G

K∑
k=1

∑
gi∈Gk

dist(bi, µk), (3)

where gi is a movement feature vector, µk is a centroid of
each flow cluster, and dist(gi, µk) is a distance measure be-
tween the arguments. In our case, the distance between two
feature vectors is computed as

dist(gi, gj) = c1 ‖pi − pj‖
+ c2

∥∥(pi − vavg
i w dt)− (pj − vavg

j w dt)
∥∥

+ c3

∥∥∥(pi + vpref
i w dt)− (pj − vpref

j w dt)
∥∥∥ ,

which corresponds to the weighted sum of the distance among
three points: current positions, previous positions, and esti-
mated future positions.

Estimation of Start Points Start points for each point cor-
respond to the estimated position when that pedestrian enters
the scene. These starting positions and timings for each po-
sition are very important and are used to compute the global
behavior. We use a multivariate Gaussian mixture model to
learn the time-varying distribution of the start points. We
define E() as the function that provides a position sampled
from the learned distributions. We assume that the distri-
bution of start points, e, from which the function E() sam-
ples, is a mixture of J components and that each of the
components is a multivariate Gaussian distribution of a two-
dimensional random variable, p, with a set of parameters
Θ = (α1, · · · , αJ , θ1, · · · , θJ):

e(p|Θ) =

J∑
j=1

αjej(p|µj , θj), (4)

ej(p; θj) =
1

2π|Σj |1/2
exp(−1

2
(p− µj)

T Σ−1j (p− µj)). (5)

Each component ej is a Gaussian distribution given by the
parameters θj = (µj ,Σj), where µj is the mean of the com-
ponent j and Σj is a 2× 2 covariance matrix. αj is a mixture
weight, which is the probability that a point p belongs to the
component j. αj ∈ [0, 1] for all i and the sum of αjs are
constrained to 1 (1 =

∑J
j=1 αj). From an initial guess of



the parameters θj , we perform EM to learn these parameters
θj = (µj ,Σj) from the given start points collected from the
real pedestrian trajectories.

3.4 Simulated Crowd Behavior Analysis &
Prediction

Given a video, we can classify the personality trait,B, of each
pedestrian (PTC) and compute the global features (GMD)
corresponding to the start points, e, and the movement flows,
G. We can combine this local and global information to pre-
dict the future position or state of each pedestrian and learn
the shape, distribution, or behavior of the crowd in differ-
ent environmental conditions. These different conditions may
correspond to a change in the obstacle locations, an increase
or decrease in the number of pedestrians in the scene, or a
change in crowd density, but still maintain the original dis-
tribution of pedestrian behaviors and movement flows. We
demonstrate our approach’s performance on the PBS video
stream from the 2017 Presidential Inauguration ceremony at
Washington, DC, USA. We extract a representative sample of
the crowd by selecting 130 pedestrians from a camera angle
and learn their behaviors. As part of our crowd prediction, we
changed the number of pedestrians in the scenario (e.g., 1 mil-
lion pedestrians), and estimated the distribution and shape of
the resulting crowd at the National Mall, as shown in Figure 1.
The resulting crowd of 1M pedestrians has the same behavior
classification as the original 130 representative pedestrians.

4 Performance and User Evaluation
In this section, we highlight the performance of our algo-
rithms on different crowd videos. Furthermore, we evaluate
the accuracy of our personality classification algorithm with
a user study.

4.1 Performance Evaluation
We have applied our novel algorithms to the 2D pedestrian
trajectories generated and extracted from different crowd
videos, as shown in Table 1. The pedestrian density in these
crowd videos varies from low-density (less than 1 pedestrian
per square meter) to medium-density (1-2 pedestrians per
square meter), to high-density (more than 2 pedestrians per
square meter). We have implemented our system on a Win-
dows 10 desktop PC with Intel Xeon E5-1620 v3 with 16 GB
of memory and we use four cores for PTC and GMD compu-
tations.

4.2 User Evaluation
To evaluate the performance of our personality classification,
we compare the results of PTC with a user study on the same
set of videos and pedestrians. We present the details and high-
light the results.

Study Goals and Expectations The aim of the study was
to compare the results of our personality trait computation
algorithm (PTC) to the perception of personality by human
users for the given videos.

Experimental Design The participants of our web-based
user study were recruited from students and staff in a univer-
sity. Each participant was shown 10 different videos of pedes-
trians walking among crowds and asked to label them based

Scenario Analysed Input Avg. time Avg. time
Pedestrians Frames PTC GMD

Manko 42 373 0.034 3.72e-01
Marathon 18 450 0.041 0.98E-04
Explosion 19 238 0.033 3.12E-06
Street 147 9014 0.022 4.13E-08
TrainStation 200 999 0.061 5.11E-08
ATC Mall 50 7199 0.037 2.28E-01
IITF-1 18 450 0.041 3.11E-03
IITF-3 19 238 0.046 2.74E-04
IITF-5 18 450 0.056 2.98E-03
NPLC-1 19 238 0.039 1.31E-04
NPLC-3 18 450 0.031 4.16E-03
NDLS-2 19 238 0.049 3.00E-04
2017 Presidential 130* 1927 0.87 0.38

Inauguration

Table 1: Performance of PTC (Personality Trait computation) and
GMD (Global Movement Dynamics) algorithms on different crowd
videos. We highlight the number of pedestrians used for personality
classification, the number of video frames used for extracted trajec-
tories, and the running time (in seconds). In the PBS Presidential
Inauguration video, we chose around 130 representative pedestrians
in the video for analysis and prediction.

on personality adjectives. At the beginning of each video, a
specific pedestrian was highlighted by a yellow circle and,
over the next few seconds, that pedestrian would navigate
the crowded scene. Participants were given written instruc-
tions to carefully observe the highlighted pedestrian’s trajec-
tory and its interactions with the other pedestrians. They were
advised not to take into account other factors corresponding
to facial expressions, visual appearance, etc. After observing
the pedestrian trajectory in each video, participants reported
the most appropriate personality trait from the given set: Ag-
gressive, Shy, Active, Tense, Impulsive, and Assertive.

Results and Discussion Figure 4 shows the responses of
31 participants for 10 videos. Even though we model an indi-
vidual’s personality as a combination of six personality traits
(6-D), evaluating a nominal variable with such a high num-
ber of categories is difficult. From the data, we observed
that combining two personality traits to reduce the six fac-
tor model to a three factor model increases the agreement
between participant responses. This three factor model is
the PEN model (3-D) (explained in Section 3.3) and previ-
ous studies have shown that it can also offer sufficiently rich
dimensions to characterize personality traits in crowd nav-
igation. We therefore map the six personality traits to the
3-factor PEN model (Figure 5) using a linear mapping as de-
scribed below.

Trait Adjectives
Psychoticism Aggressive, Impulsive
Extraversion Assertive, Active
Neuroticism Shy, Tense

Table 2: Correspondence between six personality traits and the PEN
model [Pervin, 2003].

Some of the videos still show disagreement between the
participants; we attribute this to the inherent features of the



Figure 4: Participant Responses Using the Six Factor Personality
Model: Participants were shown 10 different videos of pedestrians
walking among crowds. In each video, a single pedestrian was high-
lighted and participants were asked to report the most appropriate
personality trait for that pedestrian. 31 participants reported the most
appropriate personality trait from the given set: Aggressive, Impul-
sive, Active, Assertive, Tense, and Shy.

Figure 5: Participant Responses Using the PEN Model: We con-
verted the participant responses to the three factor PEN model to
reduce the disagreement. Participant responses were converted to
three PEN factors (Psychoticism, Extraversion, and Neuroticism) us-
ing Table 2.

pedestrian in the videos and do not take these videos (Videos
2, 5, and 7) into account for further analysis.

Figure 6 shows the comparison of participants’ responses
to the personality traits predicted by our PTC algorithm.
Over the 7 crowd videos, we observed an overall accuracy
of 76.96% for the most dominant personality trait given by
31 participants. The accuracy increased to 88.48% if we also
included the second most dominant personality trait. We also
computed a statistical measure, Fleiss’ kappa (κ), to assess
the reliability of agreement between the participants. A value
of κ = 0.4578 indicated a moderate agreement between the
participants’ responses based on [Landis and Koch, 1977].
Error analysis of κ revealed that the observed agreement was
not accidental (Z = 35.6444, p < 0.0001).

5 Conclusions, Limitations, and Future Work
We present a novel algorithm to classify the personalities of
pedestrians in a crowd video. We compute the time-varying

Figure 6: Accuracy of our PTC Algorithm: Our PTC algorithm pre-
dicted the most dominant trait for each of the 7 videos. In 76.96%
of the cases, participants also chose the most dominant trait as de-
noted by the dark green color. If we also add the second most domi-
nant trait (denoted by light green), the accuracy increased to 88.48%.
This accuracy indicates that our PTC algorithm was able to correctly
identify the personality traits as perceived by human participants.

motion model of each pedestrian using Bayesian inference
and combine it with Personality Trait Theory. We also com-
pute the global movement features and use them to analyze
and simulate the crowd movements or distributions. We eval-
uate the accuracy with a user study and our results are promis-
ing. To the best of our knowledge, this is the first approach
for automatic pedestrian personality classification based on
their movements in a video.

Our approach has some limitations. The behavior classifi-
cation is based on personality models and PEN, and may not
be sufficient to capture all observed behaviors. We assume
that it is possible to extract the trajectory of every pedestrian
in a crowd. The global prediction algorithm assumes that the
relative distribution of pedestrian behaviors is about the same.

As part of future work, we would like to overcome these
limitations and extend our algorithm for anomaly detection
and surveillance applications. We would further like to adopt
the same data-driven techniques to build mappings from sim-
ulation parameters to other personality trait theories, such as
the OCEAN model. We would also like to investigate the
extent to which our proposed model is appropriate for differ-
ent cultures. Finally, we would like to use it for autonomous
navigation of robots among crowded scenes.
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