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Abstract

We present a new method for training pedestrian detectors
on an unannotated set of images. We produce a mixed re-
ality dataset that is composed of real-world background im-
ages and synthetically generated static human-agents. Our ap-
proach is general, robust, and makes few assumptions about
the unannotated dataset. We automatically extract from the
dataset: i) the vanishing point to calibrate the virtual camera,
and ii) the pedestrians’ scales to generate a Spawn Probabil-
ity Map, which is a novel concept that guides our algorithm
to place the pedestrians at appropriate locations. After putting
synthetic human-agents in the unannotated images, we use
these augmented images to train a Pedestrian Detector, with
the annotations generated along with the synthetic agents.
We conducted our experiments using Faster R-CNN by com-
paring the detection results on the unannotated dataset per-
formed by the detector trained using our approach and detec-
tors trained with other manually labeled datasets. We showed
that our approach improves the average precision by 5-13%
over these detectors.

Introduction
Accurate pedestrian detection is important for many au-

tonomous systems, including self-driving cars, surveillance,
robot navigation, etc. This problem has been extensively
studied in computer vision, robotics and related areas. Re-
cently, CNN-based pedestrian detectors have gained impor-
tance and been applied to different benchmarks (Dollár et
al. 2009; 2012; Geiger, Lenz, and Urtasun 2012; Zhang et
al. 2016; Cai et al. 2016; Jifeng Dai 2016).

The accuracy of CNN-based pedestrian detectors de-
pends on the annotations in the training datasets. In order
to achieve good accuracy, current methods ensure that the
training data is from the same scene as or a similar envi-
ronment to the testing data. These stipulations include sim-
ilar camera configurations, lighting conditions, and back-
grounds. This becomes an issue when one applies these
methods to a new, unannotated video. In such cases, anno-
tating training data can be challenging and requires consid-
erable human effort. Overall, we need good pedestrian de-
tection methods that can automatically work on unannotated
videos.
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One recent trend to generate labeled datasets is using
synthetic and simulation approaches. In these methods, the
pedestrian location and appearance in the image are gener-
ated using simulation techniques. With the pedestrian’s loca-
tion given, the resulting rendered image and computed an-
notations are used for training. Such techniques have also
been used for pedestrian detection and crowd video analy-
sis (Hattori et al. 2015; Cheung et al. 2016). However, cur-
rent methods are either restricted to a fixed camera in terms
of their usage or have a low detection accuracy. In this paper,
we investigate new methods that can automatically generate
annotated datasets for pedestrian detection by using simula-
tion methods. The main motivation is to develop automated
methods that can be used for a broad set of applications.

Main Results: We present a novel algorithm
(MixedPeds) to generate the corresponding training data
for CNN-based pedestrian detection, given an unannotated
image dataset. Our approach combines real-world back-
ground information in a scene with synthetically-generated
pedestrians, whose positions are precisely known. The
annotated dataset is composed of synthetic pedestrians that
can be controlled by different parameters. Our approach is
applicable to videos captured from a moving camera and we
present automatic feature extraction methods to obtain fea-
tures that are used to place the synthetic agents. We propose
a novel concept, the Spawn Probability Map, to determine
where to overlay the pedestrians on the image. Furthermore,
we present techniques to generate high-quality renderings
and poses for synthetic pedestrians. As compared to prior
methods to perform pedestrian detection on an unannotated
dataset, our approach offers the following benefits:

• A generalized framework to produce annotated data for
training scene-specific pedestrian detectors.

• An automatic technique for feature extraction from im-
ages that are used to estimate the camera parameters and
valid positions of pedestrians within an image.

• A data-driven approach to determinate lighting and
clothes color of rendered pedestrians, to blend them into
a real image better.

• An improvement in average precision of 7.8%, 5% and,
13.7% over prior methods on CALTECH, KITTI and
ETHZ datasets, respectively.

• With few assumptions on the input dataset, the method
can be applied on sets of images captured by any vehicle.



Related Work
Pedestrian Detection

Pedestrian detection is a sub-problem of object detec-
tion, which has been extensively studied in computer vision
and related areas. Some of the earlier and popular meth-
ods are based on using HOG (Dalal and Triggs 2005) and
SIFT (Lowe 2004) to extract features from images and use
them to train different models (e.g. SVM (Suykens and Van-
dewalle 1999)). Inspired by a Convolution Neural Network
(CNN) called AlexNet (Krizhevsky, Sutskever, and Hinton
2012), which demonstrated good results in terms of classi-
fying objects, Girshick et al. (Girshick et al. 2014) proposed
a method for transforming the object detection problem into
a classification problem. This seminal method is known as
Regions with CNN features (R-CNN).

Several methods (Girshick 2015; He et al. 2014; Ren et
al. 2015) have been proposed to extract sub-region candi-
dates to improve the efficiency and accuracy of R-CNN. Un-
like prior methods, which use a selective search and spatial
pyramid to generate sub-region candidates, Faster R-CNN
also uses a deep network, namely Region Proposal Network
(RPN), to compute the sub-region candidates. Several tech-
niques have been proposed for accurate pedestrian detection
in CALTECH(Dollár et al. 2009; 2012) and KITTI(Geiger,
Lenz, and Urtasun 2012), which are based on Faster R-CNN.
(Zhang et al. 2016) adopted the RPN in Faster R-CNN and
combined it with a boosted forest for pedestrian detection.
MS-CNN (Cai et al. 2016) proposed a similar network struc-
ture that has improvements for objects at a different scale.
R-FCN (Jifeng Dai 2016) proposed a fully convolutional
region-based detector that shows better efficiency. All these
methods assume the availability of good annotated image
datasets for training.

Other techniques for pedestrian detection are based on un-
supervised learning (Sermanet et al. 2013; Benenson et al.
2014), though their accuracy tends to be lower than that of
CNN-based pedestrian detectors.

Synthetic Datasets for Machine Learning
With the demand for annotated data in the Deep Learn-

ing community, using a synthetic approach to produce data
is becoming important to reduce manual annotation efforts.
(Shrivastava et al. 2016) proposes an Adversarial Network
approach to make synthetic data more realistic and preserve
the annotation at the same time. (Varol et al. 2017) trains a
CNN to learn from synthetic data and has shown its ability
to perform human depth estimation and human part segmen-
tation in real data. (Alexey Dosovitskiy 2017) launches an
open framework to produce synthetic training data for au-
tonomus driving.

Hattori et al. (Hattori et al. 2015) use synthetic datasets
to improve pedestrian detection accuracy in a fixed camera
video, where scene geometry and the camera perspective
matrix are given. It overlays simulated pedestrians on the
real-world background with no other pedestrians. This work
has shown that simulated data can significantly improve the
results in the static scene by providing a large number of
training examples. Cheung et al. (Cheung et al. 2016) pro-

posed a framework to generate a large amount of synthetic
data for the pedestrians and the background objects in the
scene.

Camera Estimation and Pedestrian placement
To properly place pedestrians in an existing real-world

image, the perspective information and the scene geometry
information are needed. The perspective information can be
obtained by camera calibration. However, many of the exist-
ing video datasets do not have camera parameters provided.

(Caprile and Torre 1990), (Wang, Tsai, and others 1991)
perform camera calibration using vanishing points and lines.
In order to perform the computations automatically, these
methods require automatic vanishing points/lines detec-
tion (Zhai, Workman, and Jacobs 2016; Nieto Doncel 2010).
However, their performance and accuracy vary with differ-
ent datasets.

Another set of works makes use of paral-
lelepipeds (Wilczkowiak, Boyer, and Sturm 2001) and
cuboids (Debevec, Taylor, and Malik 1996) to esti-
mate the camera parameters, but they require manually
selecting a few points. (Deutscher, Isard, and Mac-
Cormick 2006) uses perpendicular features in artificial
information to automatically estimate the full camera
model. However, this requires sufficient perpendicu-
lar features to work properly. Recent work in robotics
on fully automatic calibration (Geiger et al. 2012;
Levinson and Thrun 2013) relies on checkerboards
(which are not available in most unannotated datasets) or
partially-known metric information (Yang et al. 2013).

Another problem that arises with synthetic methods is the
computation of proper spawn locations. This leads to an-
other well-studied problem in computer vision correspond-
ing to scene segmentation. Despite the fact that there are ef-
fective existing methods (Kundu, Vineet, and Koltun 2016;
Scharwächter et al. 2014; Ladickỳ et al. 2012; Gould 2012)
for handling this problem, they make certain assumptions
and the results can vary with different datasets.

Existing Approach for Pedestrian Detection on
Unannotated Datasets

Given an unannotated dataset, we can apply a CNN-based
algorithm trained on some other dataset to it. A key issue is
to evaluate the accuracy of the pedestrian detection results,
when the training and testing dataset are different. To eval-
uate the performance, we train pedestrian detectors using
Faster R-CNN with ETHZ, Town Center, CALTECH, and
KITTI training sets, and evaluate their accuracy. We show
in the experiment section that the performance of the detec-
tor drops significantly when the training data and the testing
data belong to different dataset(s).

Methodology
In this section, we describe our approach to automati-

cally generate an annotated training dataset using synthetic
agents. We first describe our method of extracting two fea-
tures: Pedestrian Scale Ratio and Vanishing Point, from the
unannotated dataset. Then, we explain how we use them to




